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Abstract. Name Entity Recognition is the essential tool for machine translation. 

Traditional Named Entity Recognition focuses on the person, location and or-

ganization names. However, there is still a lack of data to identify travel-related 

named entities, especially in Mongolian. In this paper, we introduce a newly 

corpus for Mongolian Tourism Named Entity Recognition (MTNER), consist-

ing of 16,000 sentences annotated with 18 entity types. We trained in-domain 

BERT representations with the 10GB of unannotated Mongolian corpus, and 

trained a NER model based on the BERT tagging model with the newly corpus. 

Which achieves an overall 82.09 F1 score on Mongolian Tourism Named Entity 

Recognition and lead to an absolute increase of +3.54 F1 score over the tradi-

tional CRF Named Entity Recognition method. 

Keywords: Named Entity Recognition, Mongolian Tourism Corpus, NER 

model based on BERT 

1 Introduction 

Recently there has been significant interest in modeling human language together 

with the special domain, especially tourism, as more data become available on web-

sites such as tourism websites and apps. This is an ambitious yet promising direction 

for scaling up language understanding to richer domains. There is no denying in say-

ing that machine translation plays a pivotal role in this situation. Therefore, it is high 

time that we should stress the significance of machine translation. 

Named Entity Recognition (NER) is defined as finding names in an open do-main 

text and classifying them among several predefined categories, such as the person, 

location, and organization names.[3] It not only is the fundamental task of Natural 

Language Processing (NLP), but also the basic work on machine translation. In addi-

tion, it is a very important step in developing other downstream NLP applications [3]. 

More importantly, it also plays an indispensable role in other natural language pro-

cessing tasks, such as information extraction, information retrieval, knowledge map-
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ping, knowledge map, question answering system and so on. Therefore, this is a very 

challenging problem in the field of natural language processing (NLP). 

In recent years, Bidirectional Encoder Representation from Transformers (BERT) 

has performed extremely well in multiple tasks in the field of natural language pro-

cessing. Most open source monolingual BERT models support English or Chinese, 

but none support Mongolian. For this purpose, we proposed a BERT pre-training 

language model suitable for Mongolian researchers, and trained a NER model based 

on the BERT tagging model by using our Mongolian tourism labeling corpus.  

 

Fig. 1. Examples of Mongolian travel-related named entities in a Mongolian post. 

In this paper, we present a comprehensive study to explore the unique challenges of 

named entity recognition in the tourism field. These named entities are often ambigu-

ous, for example, there is one person name and one location name in the given sen-

tence, the word "ᠬᠢᠩᠭᠠᠨ" commonly refers to a location name, but also be used as a per-

sonal name. 

To identify these entities, we propose a NER model based on the Bert-Base tag 

model, which is a very powerful baseline model that identifies 18 types of travel-

related named entities. This model combines local sentence-level context information 

with remote monitoring information. The NER model is strictly tested by using 16000 

newly annotated Mongolian tourism corpus, and its performance is better than the 

traditional CRF model and BiLSTM-CRF model. Our major contributions are as fol-

lows: 

A NER corpus for Mongolian Tourism. 18 types of named entities were manually 

annotated, including most Mongolian tourism information.  

We demonstrate that Named Entity Recognition in the tourism domain is an ideal 

benchmark task for testing the effectiveness of contextual word representations, such 

as ELMo and BERT, due to its inherent polysemy and salient reliance on context. [1] 

A Mongolian NER model based on BERT-base tagging model. Eighteen types of 

fine-grained named entities related to tourism can be identified in the Mongolian 

Tourism Named Entity Recognition Corpus (MTNER). 
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Overall, our NER model extracted 18 travel-related named entity types, which 

scored 82.09% F1 in the Mongolian Tourism Named Entity Recognition Corpus 

(MTNER). This performance, we believe, is sufficiently strong to be practically use-

ful. And we will release our data and code, including our annotated corpus, annotation 

guideline, a specially designed tokenizer, and a pre-trained Mongolian BERT and a 

trained NER model.
 

2 Related Work 

Machine translation has been becoming more and more popular, especially in many 

special fields, including tourism. At the same time in the field of artificial intelligence 

knowledge also has great application prospects. [7] 

The CoNLL 2003 dataset is a widely used bench-mark for the NER task. State-of-

the-art approaches on this dataset use a bidirectional LSTM with the conditional ran-

dom field and contextualized word representations. 

Among all the methods, relay on the features to classify the input word, and do not 

count on linguists to make rules, supervised learning approaches have been the pre-

dominant in this filed. In the learning machine, each input will output a label with the 

learned algorithm, such as Hidden Markov Model [9], Support Vector Machine [10], 

Conditional Random Fields [11], and so on. Transfer-learning is also used for the 

NER task [2, 3, 26]. Various methods have been investigated for handling rare enti-

ties, for example incorporating external context or approaches that make use of distant 

supervision. 

Named Entity Recognition has been explored for new domains and languages, such 

as social media, biomedical texts, multilingual texts, and the tourism domain. As to 

the techniques applied in NER, there are mainly the following streams.  At first, rule-

based approaches was the mainstream, which do not need annotated data as they rely 

on hand-crafted rules. Later, unsupervised learning approaches prevailed, which rely 

on un-supervised algorithms without hand-labeled training examples. Because of 

feature plays an vital role in the named entity recognition task, and feature-based 

methods become an inevitable trend, which rely on supervised learning algorithms 

with careful feature engineering. In recent years, with the development of deep learn-

ing, the method based on deep learning has become the mainstream, which automati-

cally discover representations needed for the classification and detection from raw 

input in an end-to-end manner. [25] 

In-domain research, the formerly Named Entity Recognition relay on feature engi-

neerings, such as CRF and CRF-CRF [7,16] be used in the tourism domain, and much 

Statistical learning also uses into the tourism Named Entity Recognition, including 

HMM [17]. he latest research, the BERT-BiLSTM-CRF [7] be used in the Chinese 

military domain and got an excellent result. o we trained a NER model based on 

BERT-base tagging model for Mongolian in the tourism domain. n linguistics, a cor-

pus or text corpus is a large and structured set of texts, and nowadays usually elec-

tronically stored and processed. What's more, in corpus linguistics, corpus is used to 

do statistical analysis and hypothesis testing, checking occurrences, or validating 
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linguistic rules within a specific language territory [20, 24]. Consequently, it is crucial 

to build a quantity and quality corpus. 

There has been relatively little prior work on named entity recognition in the 

tourism domain, use BERT-BiLSTM-CRF in Chinese tourism named entity recogni-

tion [19]. In this paper, we collected vast Mongolian data to pre-train a pre-training 

language model for Mongolian, built a corpus for Mongolian Tourism corpus, and 

annotated 18 types of travel-related entities to train a NER model base on the Mongo-

lian Tourism corpus.
 

3 Challenge for Mongolian Tourism NER 

In this section, we discuss the challenge for Mongolian language understanding and 

named entity recognition in tourism domain. 

The named entities in the general domain, mainly including the names of the 

person, location, and organization name, have the characteristics of relatively stable 

type, standardized structure, and unified naming rules. While, in the tourism domain, 

named entities not only have the general domain challenges, including Large scale 

vocabulary, lack of abundant corpus, absence of capital letters in the orthography, 

multi-category word, subject-object-verb word order but also face other in-domain 

challenges, such as the entity boundary is not clear, the simplification expression, the 

rich entity types, the large quantity and so on. 

The simplification expression. For example, "ᠶᠡᠬᠡ ᠬᠢᠩᠭᠠᠨ ᠳᠠᠪᠠᠭ᠎ᠠ" (Inner Mongolia Univer-

sity) also is said to "ᠳᠣᠲᠣᠷ᠎ ᠶᠡᠬᠡ". Those phenomena increase the difficulty of identifica-

tion. 

The rich entity types. In the tourism domain, have many category entities, such as 

the display name in the scenic spot, is also the named entity should be annotated. It 

leads to many travel-related named entity need to recognize. 

The large quantity. Various types named entity in the tourism domain, make the data 

quantity is large. 

The research of NER in Mongolian started late and there are few related works, 

which largely restricted the development of informatization and intelligentization of 

Mongolian. In these years, NER has been emerging in the research on Mongolian 

language information processing. Significant achievements have been made in the 

identification of three categories of entities, person, location, and organization name. 

However, few actual achievements could have been made in the research on NER in 

other specific fields, including the tourism field.
 

In this paper, we collected a lot of tourism Mongolian data, and build an in-

domain Mongolian tourism corpus for named entity recognition, meanwhile, we 

trained a Mongolian NER model based on BERT-base tagging model.
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4 Annotated  Mongolian Tourism Corpus 

In this section, we describe the construction of our annotated Mongolian tourism NER 

corpus (MTNER). We collected Mongolian text data, and manually annotated them 

with 18 types of travel-related entities. 

 

4.1 Data Collection 

We collected Mongolian datasets, large and various, about 10GB, such as Mongolian 

news and Mongolian tourism, from many websites, including the Mongolian News 

website of China (http://www.nmgnews.com.cn/), Holovv (https://holoov.com), Ctrip 

(https://vacations.ctrip.com) and so on. Original datasets genres and sentences number 

in Table 1. 

Table 1. Original datasets genres and sentences number. 

Data genres Sentence Number 

News 24,593 

Essays 256,959 

Scenic Spot Intros 2,887 

Travel notes 2,657 

Others 1,744,681 

Total 2,031,777 

 

4.2 Annotation Schema 

Based on the investigation and analysis, combined with the characteristic of the tour-

ism domain, we find the traditional three categories, person name, location name, and 

organization name, is not enough, such as the location of tourism including the gen-

eral location and scenic spot [7, 16, 17, 21].  

Above all, we defined and annotated 18 types of fine-grained entities, including 2 

types of Person entities, 6 types of Scenic entities, 4 tapes of Cultural entities, 4 types 

of Organization entities, and 2 types of Specific Field entities. The Person entities 

include mentions of Mongolian and Foreigner. The Scenic entities include mentions 

of Administration place, Natural sight, Public building, Marker building, Business, 

and Religion place. The Cultural entities include mentions of Culture, Education, 

Sports, and Musical production. The Organization entities include mentions of Com-

pany, Politics, and Charity. What’s more, the Specific Field entities include mentions 

of Military, and Car, in Table 2. 

We adopt BIOES Label schema, "B" represents the starting position named enti-

ty, "I" is inner a named entity, "E" means the ending position named entity, the single 

entity will be labeled "S". While, others will be labeled "O". That is all, we annotated 

73 types of labels. 

 

http://www.nmgnews.com.cn/
https://vacations.ctrip.com/list/whole/sc103.html?st=%E5%86%85%E8%92%99%E5%8F%A4&sv=%E5%86%85%E8%92%99%E5%8F%A4&startcity=103
https://vacations.ctrip.com/list/whole/sc103.html?st=%E5%86%85%E8%92%99%E5%8F%A4&sv=%E5%86%85%E8%92%99%E5%8F%A4&startcity=103
file:///D:/Youdao/Dict/8.9.3.0/resultui/html/index.html#/javascript:;
file:///D:/Youdao/Dict/8.9.3.0/resultui/html/index.html#/javascript:;
file:///D:/Youdao/Dict/8.9.3.0/resultui/html/index.html#/javascript:;
file:///D:/Youdao/Dict/8.9.3.0/resultui/html/index.html#/javascript:;
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Table 2. Annotated entity classes and examples. 

 

4.3 Annotation Agreement 

Our corpus was annotated by eight annotators, who are college students, majored in 

computer science, are Mongols.  

We used a web-based annotation tool, BRAT, and provided annotators with links 

to the original travel-related datasets of our collections. We adopted the cross-

annotating strategy, four steps following: 

1. We divide the data into eight parts and divided annotators into four groups.
 

2. Everyone annotated one part data. 

3. Members of the same group should exchange data to cross-annotate. The inter-

annotator agreement is 0.85, measured by span-level Cohen’s Kappa (Cohen, 1960). 

4. Manually check the marked results. 

After those annotated operates, we got the annotated results, those can be saved 

to the .ann files, including four columns, ID, entity type, start position and end posi-

tion, entity, in Fg.2. 

 

 

 

 

Coarse-grained  Fine-grained  Example Means 

Person 
Mongolian ᠰᠣᠶᠣᠯ  Gentle 

Foreigner ᠠᠷᠪᠠᠨ᠎ᠨᠢᠭᠡ Jack 

Scenic 

Administration place ᠬᠦᠬᠡᠬᠤᠲᠠ  Hohhot 

Natural sight ᠳᠠᠯᠠᠨ᠎ᠬᠠᠷ᠎ᠠ᠎ᠠᠭᠤᠯᠠ the Big Qing Mountain 

Public place ᠴᠠᠭᠠᠨ᠎ᠰᠤᠪᠤᠷᠭ᠎ᠠ᠎ᠨᠢᠰᠭᠡᠯ ᠦ᠎ᠨ᠎ᠪᠠᠭᠤᠳᠠᠯ  Baita International Airport 

Marker building ᠡᠩᠭᠡᠷᠭᠡᠨ᠎ᠠᠰᠠᠷ  the Drum Tower 

Business ᠸᠠᠨ᠎ᠳᠠ᠎ᠠᠭᠤᠳᠠᠮ᠎ᠲᠠᠯᠠᠪᠠᠢ  the Wanda Squre 

Cultural 

Religion ᠶᠡᠬᠡ᠎ᠵᠣᠣ᠎ᠰᠦᠮ᠎ᠡ᠎ Jokhang Temple 

Culture ᠲᠡᠭᠷᠢ᠎ᠶ᠋ᠢᠨ᠎ᠬᠠᠶᠠᠭ᠎ᠠ  Tianbian 

Education ᠮᠣᠩᠭᠣᠯ ᠤ᠎ᠨ᠎ᠤᠯᠠᠮᠵᠢᠯᠠᠯᠲᠤ᠎ᠰᠣᠶᠣᠯ  
the Mongolian Traditional 

Culture 

Sports ᠪᠦᠳᠦᠷᠢᠬᠦ  Wrestling 

Music ᠹᠯᠦᠲ  Flute 

Organizations 

Department ᠥᠪᠥᠷ᠎ᠮᠣᠩᠭᠣᠯ ᠤ᠎ᠨ᠎ᠶᠡᠬᠡ᠎ᠰᠤᠷᠭᠠᠭᠤᠯᠢ  Inner Mongolia University 

Company ᠬᠤᠸᠠ᠎ᠸᠧᠢ᠎ᠺᠣᠮᠫᠠᠨᠢ  HUAWEI 

Politics ᠺᠣᠮᠫᠢᠦᠲ᠋ᠧᠷ᠎ᠣᠨ᠎ᠡᠪᠯᠡᠯ  ACM 

Charity ᠤᠯᠠᠭᠠᠨ᠎ᠵᠠᠭᠠᠯᠮᠠᠢᠳᠠᠨ ᠤ᠎᠎ᠨᠡᠢᠭᠡᠮᠯᠢᠭ  the Red Cross Society 

Other Fields 
Military ᠲᠠᠩᠺ  Tank 

Car ᠭᠦᠶᠦᠬᠦ  Mercedes-Benz 
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T1 Education  3491  3509 《 ᠤᠰᠤᠨ᠎ᠬᠢᠯᠢ᠎》  ᠶ᠋ᠢ (《Water bank》) 

T2 Administration  2159  2176 ᠢᠲ᠋ᠠᠯᠢ᠎ ᠳ᠋ᠤ᠎᠎ ᠪᠠᠨ (Italy) 

T3 Foreigner  2388  2396 ᠰᠢᠰᠢᠯᠯᠤ᠋ (Mr. Shiloh) 

T4 Foreigner  2572  2580 ᠰᠢᠰᠢᠯᠯᠤ᠋ (Mr. Shiloh) 

T5 Foreigner  2696  2704 ᠰᠢᠰᠢᠯᠯᠤ᠋ (Mr. Shiloh) 

T6 Mongolian  2762  2772 ᠴ᠎· ᠸᠠᠩᠵᠢᠯ (Watts, Jill) 

T7 Mongolian  3472  3490 ᠨᠠ᠊᠎· ᠰᠤᠩᠳᠤᠢ᠎ ᠶ᠋ᠢᠨ (Nathan Sontiian) 

T8 Mongolian  3716  3734 ᠨᠠ᠊᠎· ᠰᠤᠩᠳᠤᠢ᠎ ᠶ᠋ᠢᠨ (Nathan Sontiian) 

T9 Education  3735  3748 《 ᠤᠰᠤᠨ᠎ᠬᠢᠯᠢ᠎》 (《Water bank》) 

T10 Mongolian  4624  4640 ᠳᠤᠭᠠᠷᠰᠦᠷᠦᠩ᠎ ᠦ᠎ᠨ (Dag admiral) 

Fig. 2. Annotated results, including ID, entity type, start position, end position, and entity. And 

the right-most column which we give the English translation of Mongolian. 

5 Mongolian Tourism NER model 

In this section,  we introduce our Mongolian Tourism NER model with pre-training 

and fine-tuning strategy. We pre-trained BERT model for Mongolian, and fine-tuned 

a NER model based on BERT-base tagging model. 

BERT, Bidirectional Encoder Representations from Transformers, is a new 

method of pre-training language representations which obtains state-of-the-art results 

on a wide array of Natural Language Processing (NLP) tasks. One important aspect of 

BERT is that it can be adapted to many types of NLP tasks very easily [5].  

Pre-trained Language model. We use collected Mongolian corpus, unlabeled,  about 

10GB, releasing the BERT-base, pre-trained a BERT model for Mongolian (Mongoli-

an_base (12-layer, 768-hidden, 12-heads)) [12]. Training parameters in Table 4. 

Mongolian Tourism NER model. The corpus was converted into BIOES label 

schema for fine-tuning the BERT-base model [12]. We trained our classifier task for 

NER base on the Mongolian Tourism corpus[13]. Training parameters in Table 3. 

Model structure in Fig.3.  

 
Fig. 3. NER model fine-tuned the BERT-base tagging model. Trained our NER model base on 

our Mongolian Tourism Named Entity Recognition corpus. Input a sentence, and output includ-

ing each word label. Such as, in the sentence "ᠦᠵᠦᠮᠦᠴᠢᠨ᠎ᠠᠢᠮᠠᠭ᠎ ᠤ᠎ᠨ ᠳᠠᠭᠤᠴᠢᠨ᠎ᠳᠠᠪᠱᠢᠯᠲᠤ" , the word"᠎ᠦᠵᠦᠮᠦᠴᠢᠨ "  

means "WuZhu MuQin", is a Location name and it only has one word which we annotated "S-

file:///D:/Youdao/Dict/8.9.3.0/resultui/html/index.html#/javascript:;


8 

Administration" tag,  and the word "ᠳᠠᠪᠱᠢᠯᠲᠤ"  means "Dabuxilatu", is a Mongolian name and it 

only has one word which we annotated the "S-Mongolian" tag. 

Table 3. Pre-training, Fine-tuning parameters, and values.
 

6 Experiment 

In this section, we show that our Mongolian NER model outperformance. To evaluate 

the Mongolian tourism domain named entity recognition model proposed in this pa-

per, fine-tuned the BERT-base tagging model base on Mongolian Tourism Corpus 

named entity recognition (MTNER), and compared with those mainstream models for 

named entity recognition work with our corpus, including CRF and BiLSTM-CRF. 

 

6.1 Data 

The original Mongolian text data which we collected, have various problems, such as 

misspelling problem, we use the spelling correction to solve those errors [15], got the 

unannotated Mongolian corpus and the annotated Mongolian Tourism corpus for 

NER.  

Mongolian corpus. We pre-trained a BERT model for Mongolian base on our Mon-

golian corpus, unannotated, about 10GB. We divided the data into three parts, train, 

development, and test set.
 

Mongolian Tourism corpus for NER. We train and evaluate our NER model on the 

Mongolian Tourism corpus of 12,800 train, 1,600 development, and 1,600 test sen-

tences. We used the manually annotated corpus in (§4), it is a manually annotated 

Mongolian Tourism corpus, it contains 16,000 sentences and 15,320 named entities. 

The person, scenic, cultural, organization, and other fields named entities account for 

22.56%, 32.53%, 15.25%, 20.36%, and 9.30%. The account of the fine-grained class 

in Table 4.  

 Parameter Value 

Pre-training 

max_sequence_length 128 

max_predictions_per_seq 20 

masked_lm_prob 0.15 

train_batch_size 8 

num_train_steps 200,000 

learning_rate 2e-5 

Fine-tunning 

train_batch_size 8 

eval_batch_size 8 

predict_batch_size 8 

learning_rate 5e-5 

num_train_epochs 3 

max_seq_length 128 



9 

Table 4. The account of fine-grained class.    

 

6.2 Baselines 

We compared our NER model with two mainstream named entity recognition models, 

our NER model outperformed than them. 

A Feature-based Linear CRF model. This model uses standard orthographic, con-

textual, and gazetteer features. We implemented a CRF baseline model to extract the 

travel-related entities with the word-level input embedding. The regular expressions 

are developed to recognize specific categories of travel-related entities. [11] We use 

the "LBFGS" algorithm, and the cost parameters is 0.1. 

A BiLSTM-CRF model. This model uses a BiLSTM-CRF network to predict the 

entity type of each word from its weighted representations. Using the contextual word 

embedding (ELMo) embeddings, and is used as the state-of-the-art baseline named 

entity recognition models in various special domains. [12] We set the word embed-

ding size is 128, and the dimensionality of LSTM hidden states is 128. And set the 

same initial learning rate, batch size and epochs. 

 

6.3 Results 

We evaluated the results by the CoNLL metrics of precision, recall, and F1.[6] Preci-

sion  is the percentage of corrected named entities, recall is the percentage of named 

entities existing in the corpus and F1 is the harmonic mean of precision and recall, 

these can be expressed as:  

 
 

 

 

Entity type Proportion (%) Entity type Proportion  (%) 

Mongolian 14.30 Education 4.62 

Foreigner 8.26 Sports 2.37 

Administration place 4.78 Music 2.63 

Natural sight 5.74 Department 8.40 

Public place 4.17 Company 3.26 

Marker building 5.28 Politics 4.23 

Business 4.25 Charity 4.47 

Religion 8.30 Military 3.60 

Culture 5.63 Car 5.70 
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On the same training set and test set, we compared the above two models. Table 5 

shows the precision (P), recall (R), and F1 score comparison of the different models 

on our Mongolian Tourism corpus named entity recognition. 
 

Table 5. Evaluation of the test sets of the Mongolian Tourism NER corpus.  

The results indicate that our Mongolian Tourism NER model is better than the other 

two named entity recognition models. Compared with the CRF named entity recogni-

tion model, BiLSTM can learn more contextual features. The model proposed in this 

paper improves the F1 by 3.54% and the recall by 3.61%. Compared with BiLSTM-

CRF named entity recognition model, our model improves the F1 by 2.01% and the 

recall by 1.69%. 

The features of word-level ignored the feature with the contextual, this model is 

a combination of words, sentences, and location features generated word representa-

tion, and using the Transformer to train the model, fully considering the influence of 

the contextual information of the entity, and got a better result.   

 

6.4 Analysis  

Pre-trained language model. Pre-training on large text corpora can learn common 

language representations and help complete subsequent tasks, s pre-training is an 

essential task in NLP. Pre-trained representations can also either be context-free 

or contextual, and contextual representations can further be unidirectional or bidirec-

tional. Context-free models such as Word2vec, generate a single "word embedding" 

representation for each word in the vocabulary. Contextual models instead generate a 

representation of each word that is based on the other words in the sentence, such as 

ELMO, but crucially these models are all unidirectional or shallowly bidirectional. 

This means that each word is only contextualized using the words to its left (or right). 

Some previous work does combine the representations from separate left-context and 

right-context models, but only in a "shallow" manner. BERT represents one word 

using both its left and the right context, starting from the very bottom of a deep neural 

network, so it is deeply bidirectional. BERT outperforms previous methods because it 

is the first unsupervised, deeply bidirectional system for pre-training NLP. [5] 

Training data scale. Usually, trains a pre-trained language model needs a large cor-

pus. The corpus size of model training directly affects the performance of the model. 

The large scale of training data enables the model to fully learn the characteristics of 

language, to make full use of the corpus information to solve the problem of language 

understanding [20, 21]. So our data scale is not enough, we need to annotate more 

tourism and another domain corpus to support the downstream NLP task.
 

 P (%) R (%) F1 (%) 

CRF 75.10 82.33 78.55 

BiLSTM-CRF 76.32 84.25 80.08 

Mongolian Tourism NER model 78.59 85.94 82.09 

https://www.tensorflow.org/tutorials/representation/word2vec
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The proportion of entity categories. The text classification task, category distribu-

tion balance is very important to the classification model. Unbalanced classification 

makes it easy for the model to forget the categories that appear less frequently [2, 3, 

18, 19, 21]. In our Mongolian Tourism corpus, the proportion of annotated entity 

types is balanced, it could trained a classifier model to be better.
 

7 Conclusion 

In this work, we investigated the task of named entity recognition in the Mongolian 

Tourism domain. We collected a vast Mongolian text, developed a Mongolian Tour-

ism Corpus of 16,000 sentences from the Mongolian Tourism domain annotated with 

18 fine-grained named entities. This new corpus is an benchmark dataset for contex-

tual word representations. We also pre-trained a BERT model for Mongolian and 

fine-tuned a NER model based on BERT-base tagging model for Mongolian Tourism 

named entity recognition. This NER model outperforms other mainstream NER mod-

els on this dataset. Our pre-trained Mongolian-base consistently helps to improve the 

Mongolian NER performance. We believe our corpus, BERT embedding for Mongo-

lian, fine-tuned BERT-base tagging model for Mongolian Tourism NER model will 

be useful for various Tourism tasks and other Mongolian NLP tasks, such as Tourism 

Knowledge Graph, Mongolian Machine Translation, Mongolian question-answering, 

and so on.
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