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Abstract. This paper describes our submissions to CCMT 2021 quality
estimation sentence-level task for both Chinese-to-English (ZH-EN) and
English-to-Chinese (EN-ZH). In this task, We follow TransQuest framework
which is based on cross-lingual transformers (XLM-R). In order to make the
model pay more attention to key words, we use the attention mechanism and
gate module to fuse the last hidden state and pooler output of XLM-R model to
generate more accurate prediction. In addition, we use the Predictor-Estimator
architecture model to integrate with our model to improve the results.
Experiments show that this is a simple and effective ensemble method.
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1 Introduction

In recent years, with the development of neural network, the quality of machine
translation has been greatly improved. However, it is still a problem whether the
translated text needs further post-editing, which needs to be solved by translation
quality estimation. Quality Estimation (QE) aims to evaluate the quality of machine
translation without reference translation, which saves a lot of manpower and time and
is more in line with the actual requirements.

This paper introduces in detail our submission of sentence-level quality
estimation task. The sentence-level task aims to predict the Human-targeted
Translation Edit Rate (HTER) [1] of the machine translation output, which reflects the
editing distance from the translation to the correct reference translation. QE system
needs to predict the HTER value, that is, the editing error rate of the translation,
which is a regression problem.

Traditional quality estimation methods use time-consuming and expensive
artificial features to represent source sentences and machine translations. QuEst++ [2]
is a method based on machine learning. Later, researchers began to apply neural
networks to generated neural features automatically to quality estimation tasks.
However, the scarce quality estimation data can not give full play to the role of neural
network. In order to solve this problem, researchers try to transfer bilingual
knowledge extracted from parallel corpora to quality estimation tasks. This kind of
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work usually adopts the Predictor-Estimator model proposed by Kim et al. [3]. Fan et
al. [4] introduced a bidirectional Transformer for predictor to extract features, and
used 4-dimensional mis-matching features. Besides, Wang et al. [5] used
Transformer-DLCL in predictor. Recently, the emergence of pre-training model has
swept the whole field of natural language processing, and more and more researchers
have begun to use pre-training model in quality estimation tasks. Pre-training model
has been widely used in predictor and combined with appropriate estimator [6-7]. At
the same time, the ensemble method has been proved to be very effective to improve
the results [8-9].

TransQuest [10] is shown to achieve state-of-the-art results outperforming
current open-source quality estimation frameworks when trained on datasets from
WMT , so we use it as baseline and improve it. In order to make a better prediction,
we have improved the output of this model to predict the translation quality more
effectively. In addition, we use the ensemble method to integrate the above two
models, which is simple but effective.

2 Methods

In this section, we describe the methods used by our submitted system. We first
introduce the basic model we use, and then introduce our improvement methods based
on this model.

2.1 Basic Model

We chose TransQuest as our basic model. TransQuest uses cross-language
transformers model XLM-R [11], which is different from the previous predictor-
estimator framework, because it does not use parallel corpus. Therefore, this model
reduces the burden of complex neural networks and the demand for computing
resources. TransQuest won the first place in WMT 2020 DA task, and achieved state-
of-the-art results in the current open-source quality estimation frameworks in WMT
datasets. The authors implement two different architectures, and we chose the
MonoTransQuest architecture. The input of this model is to separate the original text
and the translated text by [SEP] token and input them into XLM-R model together.
Besides, they used the output of the [CLS] token as the input of a softmax layer.
XLM-R is a multi-language pre-training model proposed by Facebook, which uses
2.5TB CommonCrawl to filter data, and masked language model pre-trained on text
in 100 languages, which obtains state-of-the-art performance on cross-lingual
classification, sequence labeling and question answering.

Another basic model is QE Brain [12] which follows the predictor-estimator
architectures. They use a bidirectional Transformer [13] for predictor and
bidirectional LSTM [14] for estimator. QE Brain constructed mis-matching features,
and only using this feature to make predictions can get good results. The model can
be directly understood as that if the quality of the translated text is very high, the word
prediction model based on conditional language model can accurately predict the
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current word based on the context of the original sentence and the target sentence. On
the contrary, if the translation quality is not high, it is difficult for the model to
accurately predict the current words based on the context.

2.2 Proposed Method

TransQuest model follows the standard method of XLM-R classification, and uses the
tensor corresponding to the first token [CLS] of the last layer for classification.We
want to make full use of the output of XLM-R. Therefore, we adopt the method of
fully fusing the information of pooler_output and last_hidden_state, using the
attention mechanism [15] and gate module [16].

When dealing with pooler_output, we use the same operation as CLS token of
last_hidden_state. We use dropout layer, linear layer and tanh nonlinear function to
deal with it. The model structure is shown in Fig. 1.

Fig. 1. Fusing pooler_output and last_hidden_state

2.3.1 Attention mechanism

Considering that the method based on attention and weight has proved to be an
effective way to selectively use additional information in many tasks, we add an
attention layer. According to the contribution of words to tasks in different sentences,
words are weighted to further enhance semantic information, and then pay attention to
some keyword information. Different from the sequence-to-sequence task, the output
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of the translation quality estimation task is not a serialization process, so the attention
weight of sentence vectors to word vectors in the current batch can be obtained only
by one calculation, which is easy to implement.

We can simply regard the output of last_hidden_state as the word vector of the
sequence, and the output of pooler_output as the sentence vector of the whole
sequence. The formula for calculating attention is as follows：
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Where ℎ� denote the output of pooler_output, ��,� denote word embeddings in the
output of last_hidden_state, and �� is the output of the final attention layer.

2.3.2 Gate module

Considering that the contribution of CLS token and attention vector in quality
estimation task changes in different contexts, we hope to weight this information in
the changing context through the gate module. We use a gate to control the
information flow by

 bvWhW gig  2cls1
(3)

    vhu ii gg   1cls
(4)

where W1 and W2 are trainable matrices and bg the corresponding bias term. Then g
is used to balance the information of CLS token and attention output, where ℎcls
denotes the CLS token, ui denotes the output of the gate module and ° represents the
element-wise multiplication operation. In the fusion mode of gate module, we try the
addition and concatenation methods.

2.3 Ensemble

In order to further boost performance, we use the ensemble method. It is worth
mentioning that we only use two models. One is the TransQuest model after our
improvement, and the other is the QE Brain model. We chose QE Brain model
because it works well on WMT data.

For the ensemble methods, due to time constraints, we only used the weighted
average ensemble. According to the performance of the two models under CCMT
data, we designed different weight ratios for ensemble, and finally chose the weight of
the best result on the validation set for the ensemble experiment.
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3 Experiment

3.1 Dataset

All the data we used came from CCMT2021, and no other extra data was used. The
QE datasets have two language directions of both English-Chinese (EN-ZH) and
Chinese-English (ZH-EN). The statistics of QE datasets are shown in Table 1. We
don't use extra parallel data when using TransQuest framework, but we use QE Brain
framework when we use ensemble methods, and the parallel corpus for training
predictor comes from the machine translation task of CCMT2021. The statistics of
parallel corpus are shown in Table 2.

Table 1. The statistics of QE datasets.

Table 2. The statistics of parallel corpus.

3.2 Settings

For sentence-level task, Pearson correlation coefficient is the main evaluation
measure, In addition, we have set other measure: RMSE, MAE and Spearman
Correlation.

We use the same settings for the two language directions pairs evaluated in this
paper. We follow the default configuration of TransQuest framework, but adjust the
learning rate to 2e-6, and other settings remain unchanged. We use Adam optimizer
with a batch-size of eight. In the training process, the parameters of xlm-roberta-large
model and the parameters of subsequent layers are updated. In the experiment, we
used an NVIDIA Tesla T4 GPU.

We use different dropout rates for different language pairs. The final dropout
rate is 0.4 in EN-ZH experiment and 0.3 in ZH-EN experiment.

Direction Aspect Train Dev Test
EN-ZH sent 14,789 1,381 2,528
ZH-EN sent 10,070 1,143 2,412

Dataset Data Sentences
Datum2017 train 999,985
Casict2015 train 2,036,833
Casia2015 train 1,050,000
Neu2017 train 2,000,000
CCMT2019-en2zh dev 1,000
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3.3 Results of the single model

The results of CCMT2021 dev2019 are shown in Table 3 and Table 4. In order to get
comparative experiments, the effectiveness of attention layer and gate module in
translation quality estimation is demonstrated.

It can be seen from the results that after adding the attention output of pool and
last, the use of add mode under the gate module has been improved by 3.67% in EN-
ZH experiment and 2.76% in ZH-EN experiment, and the effect of using cat mode is
not obvious. In addition, if the gate module is not used, the effect of direct addition
will decrease, which may be because the attention output affects the semantic vector
representation of the whole [CLS]. Therefore, there must be a gate module to control
the attention output. If attention layer is not used, the promotion is not obvious, which
fully proves that attention layer and gate model are indispensable.

Table 3. Results of the CCMT 2021 EN-ZH dev2019.

Table 4. Results of the CCMT 2021 ZH-EN dev2019.

3.4 Results of the ensemble methods

Through the experiment of different proportions of fusion, we obtained best results
when we used the weights 0.7:0.3 in EN-ZH task and the weights 0.6:0.4 in ZH-EN
task. The results of ensemble model are shown in Table 5.

Model Pearson RMSE MAE Spearman
Baseline 0.5063 0.1552 0.1083 0.4439

+attention+cat 0.5069 0.1633 0.1104 0.4146
+attention+add 0.4835 0.1667 0.1152 0.3984
no_attention+gate_cat 0.5046 0.1628 0.1139 0.4328
no_attention+gate_add 0.5099 0.1620 0.1143 0.4409
+attention+gate_cat 0.5097 0.1633 0.1145 0.4355
+attention+gate_add 0.5249 0.1526 0.1081 0.4499

Model Pearson RMSE MAE Spearman
Baseline 0.5204 0.1526 0.1070 0.4506

+attention+cat 0.5131 0.1513 0.1141 0.4527
+attention+add 0.4989 0.1654 0.1149 0.4376
no_attention+gate_cat 0.5211 0.1611 0.1130 0.4628
no_attention+gate_add 0.5215 0.1609 0.1124 0.4633
+attention+gate_cat 0.5228 0.1615 0.1104 0.4614
+attention+gate_add 0.5348 0.1501 0.1012 0.4927
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According to the ensemble results, our improved TransQuest model has been
improved by 6.4% in EN-ZH experiment and 7.8% in ZH-EN experiment, which fully
reflects the effectiveness of the ensemble models. It can be concluded that integration
is indeed a good way to improve the prediction accuracy in translation quality
estimation.

Table 5. The results of ensemble model.
Model EN-ZH ZH-EN
Our improved best
TransQuest

0.5249 0.5348

QE Brain 0.3995 0.4639
ensemble 0.5587 0.5765

A good model and a relatively bad model will produce better results. This is an
interesting phenomenon, and perhaps it is also a question worth considering. QE
Brain has been performing well under our previous WMT QE datasets, but its effect is
not good under CCMT QE datasets, probably because the quality of CCMT
translation is relatively good and involves a wide range of fields. The strength of the
pre-training model is unexplainable to some extent, and the mis-matching feature is a
feature that we think is very reasonable, so we will design some features more deeply
in the future.

Although the prediction effect of QE Brain was not good on CCMT, after our
analysis, we found that it could complement the prediction of TransQuest. We
selected the first 400 examples of CCMT validation set to draw a line chart. As
shown in the Fig. 2. , we can see, the predictions of TransQuest are mostly distributed
above the golden HTER value, while the predictions of QE Brain are mostly
distributed below the golden HTER value. Therefore, the fusion of the two models
can improve the prediction results of the ensemble methods.

Fig. 2. The yellow line represents dev golden HTER, the blue line represents the
predicted value of QE Brain and the green line represents the predicted value of our
improved TransQuest. The left picture shows EN-ZH experiment, and the right
picture shows ZH-EN experiment.
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4 Conclusion

We describe our submissions to CCMT2021 QE sentence-level task. Our systems are
based on TransQuest architecture and use QE Brain to make ensemble experiments.
In order to make full use of the output of XLM-R and pay more attention to some key
words, we use attention mechanism and gate module to fuse the output of XLM-R
about last_hidden_state and pooler_output. Experiments show that this is effective. In
addition, we also try to split last_hidden_state and add some external knowledge, but
the effect is not good. On the other hand, the ensemble method is very effective in the
task of translation quality estimation.

In the future work, although the pre-training model represents the source
information and the target information in the same feature space, the source
information is completely correct, while the target information contains wrong
information. How to link the two more effectively is our next work. We want to
introduce some external features to further enhance the performance. And we will
also try some other ensemble methods in later experiments.
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