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Low-resource MT: Performances

» Neural machine translation has been quite successful in high-resource
conditions, but

» Still suffers in low-resource settings.

Bilingual Any—En translation performance vs dataset size Bilingual En—Any translation performance vs dataset size
50 — 50

40 «

(Arivazhagan et al., 2019)
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Low-resource MT: Scenarios

» Scenarios: Lack of parallel data
» Low-resource Langauges: There are more than 7000 languages, of which most
are low-resource langauges.
> Low-resource Domains: Most of the parallel corpara exist in news domain, while
the other domains are of low resources, including patent, law, medicine, etc.
> Values: increasing demands of the application of MT in low-resouce
languages and domains.

Data distribution over language pairs
1000000000
100000000
10000000
1000000
100000

High Resource « — Low Resource

10000

{French, German, Spanish, ...} {Yoruba, Sindhi, Hawaiian, ...}
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Previous work on low-resource MT

> Low-resource machine translation commonly uses auxiliary data
» Using parallel data of high-resource languages: transfer learning
» (Zoph et al., 2016)
> (Kim et al., 2019)
» Using monolingual data
» Back-translation (BT) (Sennrich et al., 2016)
» Pretrained language model (PLM) (Rothe et al., 2020)
» Multilingual machine translation
» Multilingual machine translation commonly shares vocabulary, which makes it

difficult to extend to new languages (Kocmi and Bojar, 2018)* (asterisk indicates
such limitation)
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Dual Transfer for Low-Resource Neural Machine Translation (NMT)



Dual Transfer: the Approach

Consider transferring a high-resource A—B MT model to a low-resource P—Q model

1. Train PLMa and PLMg with monolingual data of A and B separately
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Dual Transfer: the Approach

» Transfer: o
. . --->: initialization
» from High-resouce Scenario A—B Gray: frozen parameters
> to Low-resource Scenario P—Q Color: trainable parameters

[B] body

[B] embeddings

[A] body

[A]
embeddings

(1) Train PLM on
mono-lingual data of
A and B separately
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Dual Transfer: the Approach

Consider transferring a high-resource A—B MT model to a low-resource P—Q model
1. Train PLMa and PLMg with monolingual data of A and B separately

2. Train PLMp and PLMq based on PLMa and PLMg with monolingual data of P and Q:

2.1 The model parameters of PLMp and PLMq are inherented from PLM4 and PLMg and frozed
2.2 The word embeddings of PLMp and PLMq are initialized randomly and trained
2.3 The vocabularies of PLMp and PLMq can be totally different from those of PLMp and PLMg
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Dual Transfer: the Approach

» Transfer: o
. . --->: initialization
» from High-resouce Scenario A—B Gray: frozen parameters
> to Low-resource Scenario P—Q Color: trainable parameters
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Dual Transfer: the Approach

Consider transferring a high-resource A—B MT model to a low-resource P—Q model
1. Train PLMa and PLMg with monolingual data of A and B separately

2. Train PLMp and PLMq based on PLMa and PLMg with monolingual data of P and Q:

2.1 The model parameters of PLMp and PLMq are inherented from PLM4 and PLMg and frozed
2.2 The word embeddings of PLMp and PLMq are initialized randomly and trained
2.3 The vocabularies of PLMp and PLMq can be totally different from those of PLMp and PLMg

3. Train MTa_,g based on PLM4 and PLMg with A—B parallel data:

3.1 Initialize MTa_,g encoder with PLMp, and decoder with PLMg
3.2 Freeze word embeddings of the MTa_,g encoder and decoder during training
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Dual Transfer: the Approach

» Transfer:

> from High-resouce Scenario A—B
» to Low-resource Scenario P—Q

Blbody [ (8] body
) [al

[B] embeddings embeddings

(Albody | [A] body

[A]
embeddings

[P] embeddings

(1) Train PLM on (2) Train PLM on

mono-lingual data of  mono-lingual data of
P and Q separately

A and B separately
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Dual Transfer: the Approach

Consider transferring a high-resource A—B MT model to a low-resource P—Q model

1. Train PLMa and PLMg with monolingual data of A and B separately

2. Train PLMp and PLMq based on PLMa and PLMg with monolingual data of P and Q:

2.1 The model parameters of PLMp and PLMq are inherented from PLM4 and PLMg and frozed
2.2 The word embeddings of PLMp and PLMq are initialized randomly and trained
2.3 The vocabularies of PLMp and PLMq can be totally different from those of PLMp and PLMg

3. Train MTa_,g based on PLM4 and PLMg with A—B parallel data:

3.1 Initialize MTa_,g encoder with PLMp, and decoder with PLMg

3.2 Freeze word embeddings of the MTa_,g encoder and decoder during training
4. Train MTp_.q based on MTa_,5, PLMp and PLMq with P—Q parallel data:

4.1 |Initialize MTp_,q encoder word embeddings with those in PLMp

4.2 Initialize MTp_,q decoder word embeddings with those in PLMq

4.3 Initialize MTp_,q encoder and decoder model parameters with those in MTa_,g
4.4 Finetune MTp_,q with P—Q parallel data
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Dual Transfer: the Approach

» Transfer:

> from High-resouce Scenario A—B
» to Low-resource Scenario P—Q

[B] body [B] body
’ [l

[B] embeddings embeddings

[A] body [A] body

[A]
embeddings

(1) Train PLM on (2) Train PLM on
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[P] embeddings

--->:initialization
Gray: frozen parameters
Color: trainable parameters
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Variation: Shared Target Transfer (B=Q=en)

--->: initialization
Gray: frozen parameters
Color: trainable parameters

English K English
decoder : decoder

German body German body German body H Estonian body
German Estonian N German Estonian
embeddings embeddings  J§ embeddings embeddings

(1) Train PLM on (2) Train PLM on (3) Train MT on (4) Finetune on
German Estonian German-> English Estonian—> English
monolingual data monolingual data parallel data parallel data
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Variation: Shared Source Transfer (A=P=en)

--->: initialization
Gray: frozen parameters
Color: trainable parameters

German body

German

embeddings
German body

German body

Estonian
embeddings

German
embeddings

(1) Train PLM on
German
monolingual data

(2) Train PLM on
Estonian

monolingual data parallel data

(3) Train MT on
English> German

Estonian body

Estonian
embeddings

English
encoder

(4) Finetune on
English-> Estonian
parallel data
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Variation: Bidirectional MT Transfer (A=B=de+en, P=Q=et+en)

--->:initialization
Gray: frozen parameters
Color: trainable parameters

German+English Estonian+English
decoder decoder

German+English German+English German+English Estonian+English
body body body body

German+English Estonian+English German+English Estonian+English
embeddings embeddings embeddings embeddings

(1) Train PLM on German  (2) Train PLM on (3) Train MT on (4) Finetune on
and English mixed data Estonian and German<-> English Estonian<->English
to obtain bilingual PLM English mixed data parallel data parallel data
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Other Variations

» Domain Transfer:

» A = Source Language in Source Domain
» B = Target Language in Source Domain
» P = Source Language in Target Domain
» Q = Target Language in Target Domain
» Other neural network architectures
» This Dual Transfer framework can also be applied to NMT of other neural
network architectures

» For example, if a low-resource RNN-based NMT is desired, then high-resource

RNN-based PLMs and a high-resource RNN-based NMT can be prepared as
the parent models

8/41 M HuawEl FN3RTRs



Experiments: Dataset

language code # sentence
. en 94m
language code  # sentence pair
de 147m
de-en 5.9m
et 139m
et-en 1.9m
tr 100m
tr-en 207k
fr 4.1m
fr-es 10k
. es 4.2m
de-en medical 347k .
en medical 4.0m
de medical 3.6m
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Experiments: Usage of auxiliary data

High-resource language Low-resource language

monolingual parallel monolingual parallel
no transfer v
(Zoph et al., 2016) v v
(Kim et al., 2019) v v v
BERT2RND v v
BERT2BERT v v
(Kocmi and Bojar, 2018)* v v
BBERT2BBERT* v v
BBERT transfer* v v v v
dual transfer v v v v

10741 S2 HuawEl PR3k Ao



Results: Dual Transfer from de—en to et—en

Our approach significantly outperforms strong baselines:

et-en BLEU
no transfer 21.76
(Zoph et al., 2016) 21.07
(Kim et al., 2019) 22.25
BERT2RND 22.89
BERT2BERT 23.44
(Kocmi and Bojar, 2018)* 23.58
BBERTZ2BBERT* 23.90
BBERT transfer* 24.08
dual transfer 24.81
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Results: different parallel data size for low-resource languages

Our approach performs
reasonably well even
with a very small
amount of parallel data,
alleviating the data issue
for low-resource
language pairs

BLEU

25 1 /=@= dual transfer

=@~ BERT2BERT
=@~ BERT2RND
=@= (Kimetal., 2019)
=@~ no transfer
=@= (Zophetal., 2016)

l 10 100 1000
parallel data size (x 103)
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Results: no parallel data size for low-resource languages

Freezing the entire encoder when training the parent NMT (in step 3) enables our
approach to perform zero-shot translation
parallel data size (x109) 0 1 5 10 50 100 500 1000
dual transfer 0.43 9.06 11.74 12.97 17.44 18.84 22.10 23.72
+freezing parent NMT encoder 6.20 8.82 11.58 12.76 16.62 18.50 21.69 23.59

However, it does not have advantage when parallel data is available.

13/41 M HuawEl FN3RTRs



Results: transfer to other translation directions from de—en

tr-en BLEU en-et BLEU en-tr BLEU fr-es BLEU
no transfer 15.44 16.29 9.63 10.59
BERT2BERT 19.73 17.36 11.78 18.26
dual transfer 21.12 19.41 13.18 22.28
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Results: our approach is complementary to back-translation

no transfer
dual transfer
no transfer + 4m BT
dual transfer + 4m BT
no transfer + 130m BT
dual transfer + 130m BT

en-et BLEU
16.29
18.79
19.78 (+3.49)
22.34 (+3.55)
20.52 (+4.23)
22.23 (+3.44)

Note: Numbers in parentheses indicate differences from the corresponding approach trained on authentic parallel data.

15/41
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Results: domain adaptation

For domain adaptation (from news to medical), our approach can use either
source domain (parent) vocabulary, or target domain (child) vocabulary

16/41

no transfer (child)

BERT2BERT (child)

finetuning (parent)
dual transfer (parent)

dual transfer (child)

BLEU
62.94
64.33
64.91
65.14
65.40
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Results: on in-house data

Myanmar-English
language code
de>en
en—>de
my-en
my->en BT
en->my BT
en
de
my

17_1/41

# sentence (pair)

175m
127m
1.5m
86m
21m
175m
127m
24m

en-my
Google
dual transfer

my-en
Google
dual transfer

BLEU
13.60
15.81

BLEU
23.32
2491
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Results: on in-house data

Assamese-English: Transferring from the related Bengali is helpful

language code # sentence (pair) en-as BLEU

de>en 175m transfer from de 20.98

en—>de 127m transfer from bn 21.52
bn-en 6m

—— 0.1m as-en BLEU

- 175m transfer from de 25.88

- 127m transfer from bn 26.57

i 56m transfer from de BT 25.00

- 13m transfer from bn BT 25.91
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Publication: Dual Transfer

Two Parents, One Child:
Dual Transfer for Low-Resource Neural Machine Translation

Meng Zhang, Liangyou Li, Qun Liu
Huawei Noah’s Ark Lab
{zhangmeng92, liliangyou, qun.liu}@huawei.com

Published in: Findings of ACL2021
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Triangular Transfer: Freezing the Pivot for Triangular Machine Translation



Scenario: Triangle Translation

scarce

abundant

19741 S HuAWEl NSRS



Trianglar Transfer: the Approach

[Z] BART
decoder

[Y] emb i [Y] emb

[Y] decoder

[Z] BART | [Z] BART

decoder e [Z] encoder [Y] decoder

[2] emb ! [Y] emb [Z] emb [Y] emb

[Z]BART 9 [Z] BART
encoder - decoder

[Z] emb i [X] emb [Z] emb : [X] emb

[Z] decoder i [X] encoder

[Z] BART
encoder

[X] emb [X] emb

[X] encoder
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Usage of auxiliary data

Baseline
Pivot translation
Step-wise pre-training
Shared target dual transfer
Shared source dual transfer

Triangular transfer

21/41
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Results

fr-de BLEU
Baseline 13.49
Pivot translation 18.99
Step-wise pre-training 18.49
Shared target dual transfer 18.88
Shared source dual transfer 18.89
Triangular transfer 19.91
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Publication: Trianglar Transfer

Triangular Transfer: Freezing the Pivot for Triangular Machine
Translation

Meng Zhang, Liangyou Li, Qun Liu
Huawei Noah’s Ark Lab
{zhangmeng92, liliangyou, qun.liu}@huawei.com

Published in: Proceedings of ACL2022 (short paper)
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CeMAT: Universal Conditional Masked Language Pre-training for NMT
Background: Pre-training for NMT



Transfer Learning vs. Pre-training for MT

» Transfer learning:
» Focusing on specificing language pairs
» Utilize a small set of language resources
» Model size is flexible

» Pre-training:
» Single model for multiple language pairs
» Utilize a variaty of language resources
» Model size is relatively large

25/41 M HuawEl FN3RTRs



Pre-training NMT: Using pretrained BERT and GPT

» The architecture of GPT is different from the decoder of a encoder-decoder model
(no cross-attention layer)

» The cross-attention layer is not pre-trained

__________________________ Tt A &
[ Encoder(x N) Decoder(x N) v
1 1
! FFEN FEN !
» | PSS ——— Ao i
| S g TN a 1 |
I f=-¢-, | __ Cross-Attention __ 1
L L 1
1 1
' Self-Attention Masked Self-Attention !
Position Embedding Position Embedding
oken Embedding oken Embedding
T T 7 1 T T T D
GPT x1 X2 x3 x4 <s> yl y2 y3

Guillaume Lample et al., Cross-lingual Language Model Pretraining. 2019 Radford et al.,
Improving Language Understanding by Generative Pre-Training. 2018
Jacob Devlin et al., BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. 2018
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Pre-training NMT: Insert adapter modules

» Insert adapter modules to extract knowledge from PLMs and fill the gap between
PLMs and MT models
» Need additional parameters

Adapter sub-layer

C]

Adapter sub-layer

Feeﬂ-vorward .
twork % K
4 XK 4
Feed-forward Feed-forward Feeﬂ Iorwavd
Network Network:
xN *
4 4 4 ——
Self Attention Self Attention Self Attention Self Attention
mBERT mGPT
BERT BERT/GPT BERT sub-layer BERT/GPT sub-layer A
_____________
Direct Adapter Graformer

Zewei Sun et al., Multilingual Translation via Grafting Pre-trained Language Models. 2021
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Pre-training NMT: MASS (Microsoft)

» Auto-encoder: masked sequence-to-sequence PLMs
» Data: monolingual corpus (source and target)

» Self-supervised task: reconstruct a consecutive sentence fragment given the
remaining part of the sentence

» Fine-tuning: initialize directly with PLMs parameters, and then fine-tune on the

translation datasets
Py

‘ Encoder Attention Decoder ’

HEODDOMEE DOOEEE00

Figure 1. The encoder-decoder framework for our proposed MASS. The token “_” represents the mask symbol [M].

Kaitao Song et al., MASS: Masked Sequence to Sequence Pre-training for Language Generation. 2019
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Pre-training NMT: CSP (Tencent)

» Auto-encoder: code-switching (CS) on MASS

» CS: replace the source fragment with their translation words based on probabilistic
translation lexicons

» Data: monolingual corpus (source and target)
» Self-supervised task

Sampling
________________________________________________ .
fmmmmmmmmmmmmmmmmm—m—meeeeleee e e e )

X; X3 Xy X5 X6 X5

Probabilistic Vi1 i1 Vi1 Si1 | Ys1 51 Ya Sa
Model Translation | Va2 S32| Va2 Sk2 Ys2 Ss2 Ve Se2| -
Lexicons

1

1

1

1

! .

I Translation
1

1

1

1

! Yik S3k | Yak Stk Ysk Sk Yer Sek

Figure 1: The training example of our proposed CSP which randomly replaces some words in the source input
with their translation words based on the probabilistic translation lexicons. Identical to MAS, the token - represents
the padding in the decoder. The attention module represents the attention between the encoder and decoder

Yang, Z et al., CSP: Code-Switching Pre-training for Neural Machine Translation. 2020
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Pre-training NMT: BART and mBART (FaceBook/Meta)

30/41

» DAE: a denoising auto-encoding for pre-training sequence-to-sequence PLMs

» Noising: masking, deletion, -

» Data: monolingual corpus in many (25/50) languages

> Self-supervised task: learn to reconstruct the original text from the corrupted text

(Ac._E.) (DE.ABC.) (c.DE.AB) ABCDE
Token Masking  Sentence Permutation Document Rotation 14414
@ Bidirectional Ij‘> Autoregressive
Encoder Decoder
(AcE. ) (aBc.DE.) <O (A_.D_E.) : >
Token Deletion Text Infilling A_B_E <s>ABCD

(c) BART: Inputs to the encoder need not be aligned with decoder outputs, allowing arbitary noise transformations. Here, a
document has been corrupted by replacing spans of text with mask symbols. The corrupted document (left) is encoded with
a bidirectional model, and then the likelihood of the original document (right) is calculated with an autoregressive decoder.
For fine-tuning, an uncorrupted document is input to both the encoder and decoder, and we use representations from the final
hidden state of the decoder.

Lewis, M et al., BART: Denoising Sequence-to-Sequence Pre-training for Natural Language Generation, Translation, and Comprehension. 2020

Liu, Y et al., Multilingual Denoising Pre-training for Neural Machine Translation. 2020.
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Multilingual NMT

» Multilingual NMT task
» Data: bilingual in many languages
» Supervised task: transfer learning from high resource or similar language pairs

» Fine-tuning: initialize directly with PLMs parameters, and then fine-tune on the
specific translation datasets

Chinese Encoder English

French Decoder English

English Japanese

31/41 M HuawEl FN3RTRs



Pre-training NMT: mRASP (ByteDance)

» Code-switching on multilingual NMT task

» Data: bilingual in many languages
» Supervised task

» Fine-tuning: initialize directly with PLMs parameters, and then fine-tune on the

specific translation datasets

Jadore chanter et danser <EOS>

Jadore chanter| et | danser <EOS>
T 1 | A | A 3

Encoder —1 Decoder
L T T € U O | S -1
Tok |<sem>| 1 | like |singing| and TeiD> Fadore chanter et | danser
Pos o 1 2 3 4 5 o 1 2 3 4
RAS
Tok <SrciD> 1 like | chanter and | danse <TrgID> Jadore chanter et  danser

Pos | 0 1 2 3 4 5 ) 1 2 3 4

Pre-training

En—sZh
En—Ro
En—Fr Tadore jouer  au basketball <EOS>
‘ Encoder }—’[ Decoder
T T o e
Tok <seiD> [ like | playing basketball = <TreID> Jadore jouer  au basketball
Pos o 1 2 3 4 o 1 2 3 4

Fine-tuning

Figure 1: The proposed mRASP method. “Tok” denotes token embedding while “Pos™ denotes position embedding.
During the pre-training phase, parallel sentence pairs in many languages are trained using translation loss, together
with their substituted ones. We randomly substitute words with the same meanings in the source and target sides.
During the fine-tuning phase, we further train the model on the downstream language pairs to obtain specialized

MT models.

Lin, Z et al., Pre-training Multilingual Neural Machine Translation by Leveraging Alignment Information. 2020.

32/41
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Pre-training NMT: Limitations

» Pre-training a complete sequence-to-sequence model
» Restricted with specific downstream tasks may lead to higher costs of PLMs

\/ Left-to-right autoregressive
O Right-to-left autoregressive
0 Non-autoregressive

‘ Unidirectional Decoder k+1
Unidirectional Decoder k
<>yl y2 v3 y4 ¥s

Sequence-to-Sequence PLMs

o [o] [a] w

Unidirectional Decoder k+1 ‘ ‘ Unidirectional Decoder k+1 ‘ ‘ Bidirectional Decoder k1

Unidirectional Decoder k Unidirectional Decoder k Bidirectional Decoder k

vl y2 v3 y4 vl 2 ¥3 y4 vy MM y4
Left-to-Right Right-to-left Non-autoregressive
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Pre-training NMT: Limitations

> Pre-training a complete sequence-to-sequence model
» Restricted with specific downstream tasks may lead to higher costs of PLMs

\/ Left-to-right autoregressive
O Right-to-left autoregressive
[0 Non-autoregressive

» Self-supervised pre-training

> e.g., MASS, CSP, mBART

» Training with monolingual data

»> No improvement on extremely-high (>25M) resource translation tasks
» Supervised pre-training

> e.g., mMRASP

» Training with bilingual data
» No effective enhancements when using monolingual data

» Few pre-training models using both monolingual and bilingual data

33.2/41 S HuawEl G0



Content

CeMAT: Universal Conditional Masked Language Pre-training for NMT

Our method: CeMAT



CeMAT: Overall structure of CeMAT

Bidirectional
Encoder _—
decoder

f

Dynamic masking

i}

Aligned replacing & masking

I ! I

Source seuences | External knowledge Target sequences

34/41

W Bidirectional decoder

Model
B Joint training
Policy B Aligned replacing & masking
B Dynamic masking
B Source and target sequences
Data m External knowledge

B Output: masked tokens
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CeMAT: Data

W Source and target sequences
+ Bilingual in many languages
Input » Monolingual in many languages
» Monolingual sentences are duplicated to have the same format of bilingual data
m  External knowledge
» Extracting aligned tokens or phrases from the source and target sequences

Output B Prediction task
+ All the tokens that are masked in the source and target sequences

35/41 S HuawEl 5N
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CeMAT: Policy for preparing bilingual and monolingual data

B Aligned replacing & masking (ACM)

B Dynamic masking (DM)

a. Getting the aligned set

< Extracting aligned pairs of source and target

« Selecting a subset with a certain probability
b. Replacing on the source sequence (subsets)

* Replacing the tokens with their translation words
c. Masking on the target sequence (subsets)

« Masking the tokens, then predicting at the output

a. Bilingual

» Separately masking source and target sequences

* Maintain a dynamic masking probability

» Guaranteeing greater masking probability of target
b. Monolingual

» Guaranteeing consistent mask tokens

We danse [M] the wir  [M]  auf [M]  [M]

grass
N _|/Dynamic masking || Dynamic masking
We danse on the  grass Wir M] auf dem gras
Code-switching Masking
We dance on the  grass Wir tanzen auf dem  gras
' @EBlnga - -

Kedi

M] on the [M] ™M [M] on  the [M] !
Dynamic masking Dynamic masking
Kedi  sat on the mat ™M] sat on the  mat
Code-switching Masking
Cat sat on mat Cat the  mat

the

(b) Monolingual



CeMAT: Model

» Sequence-to-sequence joint representation model
» Encoder and bidirectional decoder

> Joint training

» Matching all three downstream tasks

Position Embedding
Token Embedding
T I

s
Position Embedding
Token Embedding
'y Ly Y

xl x2 M3 v4 vl

q to-Seq joint rep
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‘ Bidirectional Decoder k+1

Bidirectional Decoder k.

yioo™M My M s

Bidirectional Decoder k+1

Bidirectional Decoder k

Unidirectional Decoder k+1 Unidirectional Decoder k=1
Unidirectional Decoder k Unidirectional Decoder k
yl 2 ¥3 ¥4 ¥l 2 3 ¥4

Left-to-Right Right-to-left

¥l M ™M v
Non-autoregressive
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Experiments: Autoregressive NMT

» 13 translation tasks

> Improved 2.3~14.4 BLEU
> Average improvement 7.9 BLEU
> SOTA:

Significant improvements on low, medium, high and extremely-high resources
WMT19 WMT19 WMT14
11M(high)

BLEU

Direct
mBART
mRASP
Ours
Improve
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WMT19 WMT17
91k(low) 207k(low)
En2Kk Kk2En En2Tr Tr2en
0.2 0.8 95 122
25 74 178 225
83 123 200 234
88 129 239 236
+8.6 +12.1 +14.4 +114

»> 3.8 BLEU higher than mBART
»> 1.2 BLEU higher than mRASP

WMT18
1.94M(mid)
En2Et Et2En
179 226
214 278
209 2638
222 285
+43 459

» Transformer big (6+6,16*1024*4096)
» WMT: open datasets for translation tasks
» BLEU (1): metric for translation tasks

WMT17
2.66M(mid)
En2Fi  Fi2En
202 218
224 285
240 280
254 287
452 +6.9

WMT17
4.5M(mid)
En2Lv Lv2En
129 156
159 193
216 244
220 243
+9.1 +8.7

En2Cs

16.5
18.0
19.9
215
+5.0

38M(extre 41M(extre
-high)  -high)
En2De En2Fr
30.9 414
30.5 41.0
35.2 443
39.2 43.7
+8.3 +2.3
&2 HuAWEI

17.1
212
23.8
25.0
+7.9
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Experiments: Autoregressive NMT

» Compatible with BT (Back-Translation) > Ablation experiments
WMT16 WMT19 WMT18
BLEU BLEU 91k(low) 1.94M (mid) Avg
SiRe REHE ROZEn(+BT) Kk2En En2kk En2Et Et2En

Direct 34.3 34.0 36.8 Direct 0.2 0.8 179 226 104
Bilingual 78 55 1901 244 142

DEEEE st 578 368 Monolingual 54 54 189 235 133

IRASH 31.6 36.9 38.9 Bi- & Monolingual 9.0 56 190 252 147

XLM - 35.6 385 W/o. ACM 8.4 51 182 243 140

ours 38.0 371 39.0 W/o. DM 88 56 181 237 141

/0. encoder loss 5.0 33 178 238 125
\w/o. encoder mask 5.0 3.6 17.0 21.6 11.8

38_2/41 g'@ HUAWEI }y\gﬁtia
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Experiments: Non-autoregressive NMT

> 6 translation tasks > Transformer big (6+6,16*1024*4096)
: ;lne-tunnjg on Mask-{)r?cgcft) BLEU » WMT: open datasets for translation tasks
verage improvement of 2. _ . .
> SOTA: 1.2 BLEU higher than mRASP » BLEU (7): metric for translation tasks

WMT14 En20e IWSLT14 En2De WMT16 Ro2€n

o maskpredct

5 6 7
Iterations. terations

Iterations

IWSLT14 WMT16 WMT14
BLEU 16k(low) 770K (low) 4.5M(mid) Avg
En2De De2En En2Ro Ro2En En2De De2En
Auto-regressive 239 32.8 34.1 345 28.0 32.7 31.0
Direct 22.0 28.4 315 317 26.1 29.0 28.1
mRASP 23.9 30.3 32.2 32.1 26.7 29.8 29.2
Ours 26.7 33.7 33.3 33.0 27.2 29.9 30.6

OAH'S
RKLAB
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