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Abstract. This paper presents HW-TSC’s submissions to CCMT 2022 Chinese
Minority Language Translation task. We participate in three language directions:
Mongolian→Chinese Daily Conversation Translation, Tibetan→Chinese Govern-
ment Document Translation, and Uighur→Chinese News Translation. We train our
models using the Deep Transformer architecture, and adopt enhancement strate-
gies such as Regularized Dropout, Tagged Back-Translation, Alternated Training,
and Ensemble. Our enhancement experiments have proved the effectiveness of
above-mentioned strategies. We submit enhanced systems as primary systems for
the three tracks. In addition, we train contrast models using additional bilingual
data and submit results generated by these contrast models.
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1 Introduction
CCMT 2022 Chinese Minority Language Translation Task is a challenging low-
resource task. How to maximize low-resource translation performances using mul-
tiple enhancement strategies is the subject of this task, which is also our long-term
research focus. We participate in the Mongolian→Chinese Daily Conversation Trans-
lation, Tibetan→Chinese Government Document Translation, and Uighur→Chinese
News Translation tracks. For each track, we submit a primary system result and a
copy of contrast translation. In the following chapters we will introduce our data
processing method, model training strategies, experiment results, and findings.



2 Dataset

2.1 Data Volume
We strictly comply with the task requirements and use only officially-provided bilin-
gual and monolingual data to train our primary systems. For our contrast models,
additional bilingual data is used. Table 1 presents the data size for each language pair
after pre-processing.

Table 1 Data size for each language pair after pre-processing

Mongolian→Chinese Tibetan→Chinese Uygur→Chinese
bilingual 1.24M 0.97M 0.16M
monolingual 3.94M 3.94M 3.94M
additional bilingual 4.97M 1.54M 6.89M

2.2 Data Pre-processing
The data pre-processing process is as follows:

• Remove duplicate sentences.
• Remove invisible characters.
• Reverse xml escape character.
• Convert full-width symbols to half-width symbols.
• Use jieba word segmentation tool for Chinese sentences.
• Use joint BPE[1], and the vocabulary size is set to 32k.
• Filter out sentences with more than 150 tokens.
• Filter out sentence pairs with token ratio greater than 4 or less than 0.25.

3 System Overview

3.1 Model
The Transformer[2] model adopts the full self-attention mechanism, which can
realize algorithm parallelism, speed up model training, and improve translation
quality. Deep Transformer[3] can further improve the transformer performance by
applying layer normalization to the input of every sub-layer and increasing the num-
ber of encoder layers. Therefore, in all three tracks, we use the following model
architecture:

• Deep Transformer: Based on the Transformer-big model architecture, our Deep
Transformer model features pre-layer-normalization, 25-layer encoder, 6-layer
decoder, 16-head self-attention, 1024 dimensions of word embedding and 4096-
hidden-state.

3.2 Regularized Dropout
Dropout[4] is a powerful and widely used technique for regularizing deep neural net-
works. Though it can help improve training effectiveness, the randomness introduced



by dropouts may lead to inconsistencies between training and inference. Regular-
ized Dropout[5] forces the output distributions of different sub models generated by
dropout be consistent with each other. Therefore, we use Regularized Dropout to
enhance the baseline for each track and reduce inconsistencies between training and
inference.

3.3 Back-Translation
In order to utilize target-side monolingual data to improve model performance, we
use Back-Translation[6] to expand the training corpus. There are many specific
implementation methods[7–10] for Back-Translation. During the experiment, we ver-
ify the effectiveness of two methods, namely, Top-K Sampling Back-Translation[8]
and Tagged Back-Translation[9], and finally choose to use Tagged Back-Translation
according to the experimental results.

3.4 Alternated Training
Due to the scarcity of authentic bilingual data, pseudo-bilingual data plays an impor-
tant role in improving translation quality, but it inevitably introduces noise and
translation errors. In order to alleviate the noise and translation errors caused by
pseudo-bilingual data and improve the translation quality, we use the Alternated
Training strategy[11]. The basic idea is to alternately use pseudo-bilingual data
and authentic bilingual data in the training process until there is no noticeable
improvement in translation quality.

3.5 Ensemble
Ensemble[12] is a widely-used technique to integrate different models for better per-
formance. It should be noted that when using the Ensemble strategy, increasing the
number of models does not always lead to better performance and may even hurt the
final accuracy. Therefore, for each track, we train four models using the same data,
and then select the models used for ensemble according to the strategy we used in the
WMT21 Biomedical Translation Task[13]. The core idea is traverse all combinations
of models and find the best one in the dev set.

4 Experiments
In the training phase, we use the Pytorch-based Fairseq[14] open-source framework
and use the Deep Transformer model as the benchmark system. Each model uses 8
GPUs for training, and the batch size is 1024. The update frequency is set to 4, and the
learning rate is 5e-4. The label smoothing rate[15] is set to 0.1, the number of warmup
steps is 4000, and the dropout is 0.3. Adam optimizer[16] with β1=0.9 and β2=0.98
is used. In addition, when applying Regularized Dropout, we follow the setting of
Liang et al[5], using reg label smoothed cross entropy as the loss function, and set
reg-alpha to 5. In the inference phase, we use the Marian[17] tool to perform decod-
ing. The beam size is set to 10, and the length penalties for Mongolian→Chinese,
Tibetan→Chinese and Uyghur→Chinese machine translation are 1.0, 0.6, and 1.4



respectively. During the experiment, we find that there are super-long sentences in
the development sets and test sets. Therefore, we segment sentences with more than
150 tokens based on punctuations indicating the end of a sentence before translation.

4.1 Mongolian→Chinese
With regard to the Mongolian→Chinese translation track, we found that a large por-
tion of target-side text in the CCMT 2019 and CCMT 2020 development sets is also
found in this year’s training set, resulting in model overfitting. In order to fairly and
accurately assess the model performance, we use a subset of CCMT 2020 develop-
ment set. The subset contains only bitexts whose reference are not in the training set.
During the training, we adopt enhancement strategies such as Regularized Dropout,
Tagged Back-Translation, Alternated Training, and Ensemble. In addition, we train
two contrast systems: contrast system b is fine-tuned on CCMT 2019 and CCMT
2020 development sets; while contrast system c is trained with additional bilingual
data in the last step of alternated training, and ensembled by multiple models.

Table 2 presents the sacreBLEU[18] results for Mongolian→Chinese transla-
tions under different strategies. Using the CCMT 2020 subset for assessment, we
found that Regularized Dropout, Tagged Back-Translation, Alternated Training, and
Ensemble can all improve model performance. On the contrary, additional bilin-
gual data used in contrast system c does not lead to further improvements. As a
result, we fine-tune models on development sets in hope of further improving model
performance on CCMT 2022 test set.

Table 2 BLEU scores of Mongolian→Chinese translation

CCMT 2019 CCMT 2020 CCMT 2020 subset
baseline 69.15 67.96 33.50
+ regularized dropout 68.21 69.88 37.44
+ tagged back-translation 54.56 67.04 45.77
+ alternated training 57.70 69.74 47.01
+ ensemble(primary a) 57.87 70.33 47.63
+ fine-tuning(contract b) 61.99 72.96 52.63
+ additional bilingual(contract c) 60.76 70.40 47.26

4.2 Tibetan→Chinese
With regard to the Tibetan→Chinese track, we train a baseline model with only bilin-
gual data and use multiple enhancement strategies. We ensemble multiple models
to generate the primary system. We also train a contrast system by ensemble mod-
els that use additional bilingual data in the last step of alternated training. Table
3 presents the experiment results, demonstrating that Regularized Dropout, Tagged
Back-Translation, Alternated Training, and Ensemble all help improve model per-
formance. In addition, adding additional bilingual data during training can lead to
further improvement.



Table 3 BLEU scores of Tibetan→Chinese translation

CCMT 2019 CCMT 2020
baseline 47.85 61.45
+ regularized dropout 49.35 62.55
+ tagged back-translation 50.38 65.94
+ alternated training 53.56 66.97
+ ensemble(primary a) 54.46 67.96
+ additional bilingual(contract b) 66.44 74.11

4.3 Uyghur→Chinese
With regard to the Uyghur→Chinese track, we adopt the same training strategy
as that in the Tibetan→Chinese track. Table 4 presents the experiment results.
The results also demonstrate that all enhancement strategies mentioned, as well as
additional bilingual data, can lead to model improvements.

Table 4 BLEU scores of Uyghur→Chinese translation

CCMT 2019 CCMT 2020
baseline 44.59 47.36
+ regularized dropout 48.26 51.71
+ tagged back-translation 54.89 59.59
+ alternated training 55.56 60.20
+ ensemble(primary a) 55.66 60.44
+ additional bilingual(contract b) 59.06 64.28

5 Analysis

5.1 The Effect of Different Back-Translation Methods
Past experience demonstrates that Tagged Back-Translation and Top-K Sampling
Back-Translation are effective Back-Translation variants. We conduct comparative
experiments on the two methods on the three minority language translation tracks.
Experiment results shown in Table 5 indicate that Tagged Back-Translation can
achieve better results in low-resource translation scenarios.

Table 5 BLEU scores of two different back-translation methods

Mongolian→Chinese Tibetan→Chinese Uyghur→Chinese
CCMT devset 2019 2020 2020 subset 2019 2020 2019 2020
tagged back-translation 54.56 67.04 45.77 50.38 65.94 54.89 59.59
top-k sampling back-translation 54.63 66.19 45.52 51.64 64.18 53.24 57.34



5.2 The Impact of Sentence Segmentation on the Translation
Quality of Machine Translation

During experiments, we found development sets and test sets in all three language
pairs contain some super-long sentences with more than 150 tokens. During training,
we have filter out sentences more than 150 tokens. We assume that models cannot
directly translate those super-long sentences well and do segmentation on those sen-
tences based on punctuations that indicate the end of a sentence. Table 6 presents
BLEU results before and after segmentation and demonstrate that segmentation is
effective in improving Tibetan→Chinese and Uyghur→Chinese translation tasks.
But we see no improvement on Mongolian→Chinese translation.

Table 6 Bleu scores of whether the baseline uses sentence segmentation.

Mongolian→Chinese Tibetan→Chinese Uyghur→Chinese
CCMT devset 2019 2020 2020 subset 2019 2020 2019 2020
baseline 69.15 67.96 33.50 47.85 61.45 44.59 47.36
- sentence segmentation 69.58 68.08 33.47 45.88 59.91 42.84 45.82

5.3 Analysis of BLEU scores of Mongolian→Chinese machine
translation on the development set

We find an abnormal phenomenon during Mongolian→Chinese experiment: we see
no consistent improvements on CCMT 2019 and CCMT 2020 development sets when
using Regularized Dropout and Tagged Back-Translation. So we conduct an analysis
on the overlapping between development sets and training set. We found that the
majority of Chinese text in CCMT 2019 development set and half of Chinese text in
CCMT 2020 development set are also in this year’s training data. So we construct
a sub development set containing only sentences not in the training data, in hope of
evaluating the model performance in a more fair way.

Table 7 The number of source sentences, target sentences and sentence pairs in the development set that
appear in the training set.

source in Training Set target in Training Set sentence pair in Training Set
CCMT 2019 21 958 20
CCMT 2020 6 584 6

6 Conclusion
This paper presents our submissions to the CCMT 2022 Mongolian→Chinese,
Tibetan→Chinese, and Uyghur→Chinese translation tasks. We train our models
using the Deep Transformer architecture and employ enhancement strategies such as
Regularized Dropout, Tagged Back-Translation, Alternated Training, and Ensemble.



We also train contrast models with additional bilingual data. In addition, we conduct
experiments on two Back-Translation variants (Tagged Back-Translation and Top-
K Sampling Back-Translation), analyze how segmentation influences the translation
quality of neural machine translation model, and find a better solution to the abnormal
phenomenon on Mongolian→Chinese development sets.
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