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Translation modeling

— Wu Dekai
» Simplified CFG

— David Chang
* Unlabeled CFG

— Liu Qun/Zhang Min
» Tree forest

Language modeling
— Just a dream!

» Memory requirement
» CPU requirement
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1[1u How much can syntax-based SMT contribute?
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e Just a little!

— Local syntax can be better (and
has already been) captured by
phrase-based SMT.

— Long syntax is too tough for
syntax-based SMT.
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1Du. What contribute most to SMT?

/s

— Unknown word and new entity

o Syntax (20%):understandable
— Local syntax: 10%(phrase-based)
— Long syntax: 10%(syntax-based)
e Discourse(40%): not understandable

— Cohesion: (Zero) anaphora
— Coherence: discourse structure
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o| took to the streets yesterday and saw a man hit a
bit of greeting.
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/ « Morphology (40%): not understandable
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