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Abstract 

This paper describes the six machine trans-
lation systems we submitted to the 9th Chi-
nese Workshop on Machine Translation 
(CWMT’2013). We employed different 
combinations of several techniques, includ-
ing multiple phrase extraction, sparse fea-
tures, and operation sequence model 
(OSM), on these tasks. In this paper, we ex-
plain these systems and our experimental re-
sults on the development set. We also report 
on our pre-processing methodology. 

摘要 

本文介绍了 CNGL 在第九届全国机器翻

译研讨会（CWMT’2013）上的参赛系

统。这些系统使用了几个技术，包括多

对齐、稀疏特征和操作序列模型。同时

本文还报告了语料的预处理过程和开发

集上实验结果。 

1 Introduction 

This report describes CNGL of Dublin City 
University (DCU) submission for 

CWMT’2013. There are six tasks in this chal-
lenge, which are the Chinese-English news 
task (CE news), English-Chinese news task 
(EC news), English-Chinese Science 
&Technology task (EC s&t), Tibetan-Chinese 
government task (TC), Uyghur-Chinese news 
task (UC) and Mongolian-Chinese task (MC). 
We carried out experiments on all of the tasks 
by using different statistical techniques and 
translation models. 

Two of the widely used statistical machine 
translation models are the phrase-based model 
(Koehn et al., 2007) and the hierarchical 
phrase-based model (Chiang, 2005). In the 
CWMT’2013 we utilized both models for our 
experiments. 

In recent years, researchers have developed 
many techniques to boost the performance of 
those models. We employed three of these 
techniques in our work: multiple phrase extrac-
tion, sparse features and the operation se-
quence model (OSM) (Durrani et al.,2011; 
Durrani et al.,2013; Schütze, 2013). These 
techniques are integrated   individually, or in 
combination, into each of the submitted sys-
tems either used to improve the baseline per-
formance. 



 

 

The rest of this paper is organized as follows: 
Section 2 gives details of the techniques we 
used in the challenge. In Section 3, we de-
scribe the experimental set-up, including the 
preprocessing of the corpus, and provide our 
results on the development sets.  Section 4 
gives our conclusions and suggests some fu-
ture work.  

2 Techniques Description 

1.1 Multiple phrase extraction 

Multiple phrase extraction aims to exploit 
complementarity in diverse phrase extraction 
methods. The phrase extractors are defined on 
different alignments with the same extraction 
algorithm. For the training corpus, we use dif-
ferent aligners to train several alignments. 
Then extraction is preceded on these align-
ments.  

In our systems, ( , )c s t is used to estimate 
translation probabilities ( | )p s t  and ( | )p t s . 
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For each phrase pair ( , )s t , where s refers to 
source language phrase and t to target language 
phrase, the extraction count from alignment m 
is ( , , )c s t m . 

In this paper, multiple phrase extraction is 
only performed for the three minority language 
tasks (TC, MC, and UC), since they have  
smaller training corpora. For these language 
pairs, we used two different alignments: the 
GIZA++ alignment (Och and Ney, 2003) with 
heuristic function “intersect” and a maximum 
phrase length of 20, and the alignment from 
the  Berkeley aligner (Liang et al., 2006). Ta-
ble 1 shows the number of phrase pairs or rules 
extracted from the different alignments on the 
three minority language tasks.  
 

Task GIZA++ 
(intersect) Berkeley multi-

extraction 
TC 141,847,128 13,493,474 146,219,668 
UC 80,192,461 10,720,206 81,986,203 
MC 106,664,492 10,791,350 110,463,024 
 

Table 1: the number of rules or phrase pairs ex-
tracted from different alignment 

1.2 Sparse Features 

For each source phrase or rule, there is usually 
more than one corresponding translation option. 
Each different translation may be optimal in 
different contexts. However, the probability 
distributions estimated by Maximum Likeli-
hood would make the translation prefer the 
most common translation. Thus in our systems, 
features which describe the context difference 
between phrases or rules, are designed to select 
the right translation according to specific cir-
cumstances. 

He et al. (2008) proposed a rule selection 
method for the hierarchical phrase-based mod-
el.  They trained Maximum Entropy (ME) 
Model for each ambiguous source side of rule. 
During decoding, according to features from 
the input sentence, this ME model makes pre-
diction for each rule. This prediction is viewed 
as an additional run-time feature added to the 
log-linear model. However, when the corpus is 
large, the ME training procedure would be 
time-consuming and not practical. 

Instead, we use sparse features which char-
acterize each rule or phrase pair directly. We 
designed a different feature set for the two dif-
ferent translation models.  For the hierarchical 
phrase based model, only the source side is 
considered. Both context information of the 
rule and the non-terminals in the rule are used 
to extract features. This is the same with (He et 
al., 2008). For the phrase based model, we ex-
tract features from both source and target side. 
Table 1 lists the features used in our systems. 

Model Feature Description 

Hierarchical  
phrase-based 
model 

Source side 

The cluster ID of word immediately to the left of rule  
The cluster ID of word immediately to the right of rule 
The cluster ID of first word of kth non-terminal Xk covers 
The cluster ID of last word cluster of kth non-terminal Xk covers 

Phrase-based 
model 

Both source and 
target side 

The cluster ID of word immediately to the left of phrase 
The cluster ID of word immediately to the right of phrase 
The cluster ID of first word of phrase 
The cluster ID of last word of phrase 

 
Table 1: Sparse features for rule or phrase pair selection 

 



 

 

Since He et al. (2008) has shown features 
based on POS are more suitable for rule selec-
tion, in our systems, we converted the context 
features mentioned above into POS-like fea-
tures. In order to make our sparse features lan-
guage independent, all features are generalized 
with cluster ID, because POS taggers for Uy-
gur, Mongolian, and Tibetan were not availa-
ble. To obtain POS-like features in an unsu-
pervised manner, mkcls in GIZA++ was used 
to cluster words into 50 groups.  

It is straightforward to extract such sparse 
features during phrase extraction. Then these 
features are appended to the standard phrase 
table for future use.  

Including the sparse features drastically in-
creases the parameter space of our systems. 
MERT (Och, 2003) is the default tuning algo-
rithm for SMT. However it’s not suitable for 
such a large scale task. Therefore, we used 
batch MIRA (Cherry and Foster, 2012) for tun-
ing, which is now available in the Moses 
toolkit. 

1.3 Operation Sequence Model 

The Operation Sequence Model (OSM) ex-
plains the translation procedure as a linear se-
quence of operations which generates source 
and target sentences in parallel. Durrani et al. 
(2011) defined four translation operations: 
Generate(X,Y), Continue Source Concept, 
Generate Source Only (X) and Generate Iden-
tical, as well as three reordering operations: 
Insert Gap, Jump Back(W) and Jump Forward. 
These operations are described as follows. 

• Generate(X,Y) make the words in Y 
and the first word in X added to target 
and source string respectively. 

• Continue Source Concept adds the 
word in the queue from Generate(X,Y) 
to the source string. 

• Generate Source Only (X) puts X in 
the source string at the current position. 

• Generate Identical generates the same 
word for both sides. 

• Insert Gap inserts a gap in the source 
side for future use. 

• Jump Back (W) makes the position for 
translation be the Wth closest gap to the 
current position. 

• Jump Forward moves the position to 
the index after the right-most source 
word. 

The probability of an operation sequence 
1 2( )JO o o o=  is: 
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where n indicates the number of previous op-
erations used.  

In this paper we train a 5-order OSM and 
integrate this model directly into our log-linear 
framework with four additional features: gap 
penalty, open gap penalty, gap width and dele-
tion penalty. 

• Gap penalty sums to the total number 
of gaps inserted to produce the target 
sentence. 

• Open gap penalty controls how quick-
ly gaps are closed, whose value is the 
number of open gaps. 

• Gap width calculates the distance be-
tween the first word of a source concept 
X and the start of the left-most gap 

• Deletion penalty counts of deleted 
source words. 

OSM is now available in Moses. However, 
OSM can only be applied in the phrase based 
translation model. 

3 Experimental Set-up 

This section details the experimental set-up for 
the submitted six systems, as well as the pre-
processing steps we performed, and the con-
struction of the language model. 

1.4 Corpus and Pre-processing 

All training and development corpora were 
provided by the organizer. The corpus was first 
processed using our in-house corpus pro-
cessing pipeline, which removes sentence pairs 
that contain nonprintable characters, deletes 
duplicated sentence pairs, removes sentences 
where the number of tokens is greater than a 
threshold, and normalizes characters between 
full-width and half width characters. We also 
perform some language dependent pre-
processing: English sentences are trucased, and 
if English is the target language, de-truecasing 
for English is also performed. Minority lan-
guages are tokenized by the organizer.  



 

 

We use the Stanford Segmenter to tokenize 
Chinese sentences (except for the Tibetan-to-
Chinese task, where we used the segmented 
Chinese corpus from the baseline system pro-
vided by the organizer).  

For Uyghur-to-Chinese task, we implement-
ed a dictionary based word stemmer which is 
applied to the Uyghur sentences. The diction-
ary of the implemented stemmer is derived 
from the processed corpus in the baseline pro-
vided by the organizer.  

Table 2 gives the statistics of corpus used in 
our systems. 
 

Task Training Development 
CE news 3,861,723 1,006
EC news 3,289,497 1,000
EC s&t 870,057 1,116
TC 109,356 650
UC 109,703 700
MC 264,922 1,000

 
Table 2: the number of sentences of corpus for 

training and tuning 
 

The language models in our systems are 
trained with SRILM (Stolcke, 2002). We 
trained a 5-gram model with Kneser-Ney dis-
counting (Chen and Goodman, 1996). The sta-
tistics of corpus for language model is shown 
in table 4. Note that there are two language 
models in UC task. The first model used in 
baseline is trained on target side of training 
corpus, and the second one uses Sogou12 news 
corpus. 

 
Task Sent. 

CE news 9,340,957
EC news 5,463,795
EC s&t 911,526
TC 2,939,099
UC 109,703
 +1,091,494 (Sogou12)
MC 264,922

 
Table 4: the number of sentences of corpus for lan-

guage model 
 

1.5 Submission Systems 

All the submitted systems are trained using 
freely available Moses toolkit (Koehn et al, 
2007).  Table 3 lists the features of each sys-
tem. In table 3, “Default” indicates the default 
settings in Moses. Here we will give a brief 
explanation of the differences in the systems. 

For the CE news and EC news tasks, we 
perform rule-based time/number recognition 
and translation only for the test set. The recog-
nised translation pairs are directly added into 
phrase table with higher translation probabili-
ties. 

Where the phrase-based model is used, a 
lexicalized reordering model is also applied. In 
our systems, word-based reordering model and 
hierarchical reordering model (Galley and 
Manning, 2008) are applied with the Moses 
settings “wbe-msd-bidirectional-fe” and “hier-
mslr-bidirectional-fe” respectively.  

  CE news EC news EC s&t TC UC MC 
translation model Phrase-based       

 Hierarchical 
Phrase-based       

lexical reordering Word-based       
 Hierarchical       

alignment grow-diag-
final-and       

 Intersect       
max. phrase 
length  Default Default Default Default 20 20 

 
+multi-aligner        
+Sparse feature        
+OSM        
+time/number        

 
Table 3: Setting of six systems 

 



 

 

For the English-related tasks, alignment is 
obtained by the heuristic function “grow-diag-
final-and”. For the minority language tasks, 
“intersect” is adopted and maximum phrase 
length is set to 20 for phrase-based model, as 
they have a much smaller corpus for training. 
Also, these tasks use multiple phrase extraction 
and Good-Turing smoothing to make a more 
reliable translation estimation. 

1.6 Experimental Results 

All systems are evaluated with respect to the 
BLEU [Papineni et al., 2002] score. Table 5 
gives the performance of individual systems on 
development sets. We can see from this table 
that the techniques described in this paper sig-
nificantly improve performance on on almost 
all tasks.  

 
Tasks Dev. Set (BLEU4) 

 baseline +techniques
CE news 0.2785 0.2858 
EC news 0.2625 0.2662 
EC s&t 0.4081 0.4169 
TC 0.5329 0.5903 
UC 0.3485 0.3944 
MC 0.4408 0.4669 

 
Table 5: comparison of performances of systems 
on development set before/after adopting tech-

niques 
 

Because we more than one technique is 
employed for the TC and UC tasks, Figure 1 
shows how much effect each technique 
contributes to the systems. As more techniques 
are integrated, the performace improves. 

4 Conclusions and Further Work 

In this paper we briefly introduced our MT 
systems developed for and submitted to 
CWMT’2013. We used Moses toolkit as our 
machine translation system training tool and 
developed six baseline systems. Then we ex-
perimented with three other techniques, includ-
ing multiple phrase extraction, sparse features 
for rule or phrase pair selection and the  opera-
tion sequence model, achieving significant im-
provement in translation quality. In addition, 
rule-based time/number recognition were also 
performed on the CE news and EC news tasks.  

However, experimental results also show in-
consistency: different performance on different 
tasks is obtained by utilizing the same tech-
nique. Our future work will explore the causes 
behind this disparity, and design more power-
ful methods  to improve systems consistently. 
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