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Abstract 

This paper describes our statistical machine 

translation (SMT) system and the evaluation 

results in the 9th China Workshop on Machine 

Translation (CWMT2013). Our Natural Lan-

guage Processing & Portuguese-Chinese Ma-

chine Translation (NLP2CT) laboratory of 

University of Macau participated in two 

shared tasks: English-to-Chinese (EC) news 

translation and Chinese-to-English (CE) news 

translation. We proposed a word pre-

processing method which relies on statistical 

information extracted from the bilingual cor-

pora for boosting word alignment relation-

ships. In order to adapt our system to the do-

main sentences, a hybrid data selection ap-

proach was also applied to optimize the trans-

lation models. Finally, our primary system ob-

tains 34.35 and 33.18 BLEU on EC-2009 test-

ing and EC-2011 data separately, and 22.11 

BLEU on CE-2009 task.  

1 Introduction  

This paper reports the techniques and perfor-

mances of our NLP2CT-SMT system in the 

CWMT 2013 English-to-Chinese and Chinese-

to-English news translation tasks. We proposed a 

word pre-processing method which relies on sta-

tistical information extracted from the bilingual 

corpora, and a hybrid data selection approach for 

phrase-based SMT models (Koehn et al., 2007).  

Chinese word segmentation (CWS), as a very 

first step for Chinese information processing, has 

a great impact on the results of Machine Transla-

tion (MT). Automatic word alignment can be 

defined as the problem of determining a transla-

tional correspondence at word level given a par-

allel corpus of aligned sentences (Ma et al., 

2007). For Chinese, the sentence should be seg-

mented into words before alignment. However, 

this segmentation is often performed in a mono-

lingual context without considering any bilingual 

information. Although English sentences have 



natural delimiters, many terms have no meaning 

alone. Thus, they should be packed together to fit 

the linguistic phenomena of Chinese side. After 

investigating the English-Chinese MT via differ-

ent CWS schemes and models that are learned 

from different benchmarking corpora (such as 

Penn Chinese Treebank, PKU People’s Daily of 

China Corpus) as well as word packing, we re-

lied on learned statistical information from the 

bilingual corpora in the word pre-processing ap-

proach. Firstly, we segment and tokenize the 

Chinese and English sentences, respectively. 

And then pack or decompose N consecutive Chi-

nese or English words according to bilingual in-

formation such as auto-alignment, linguistic 

rules. Besides, we constructed an English-

Chinese lexicon. The parallel sentences will be 

segmented and tokenized according to the lexi-

con when the words occur simultaneously. The 

objective of this step aims to maximize the sure 

alignments’ quality by minimizing the possible 

alignments. 

Data Selection aims at using the training data 

effectively by extracting sentences from large 

general-domain corpora in adapting SMT sys-

tems to domain-specific data. Given an in-

domain test set or development set, the N most 

related sentences in general-domain corpus 

would be selected as a new pseudo in-domain 

subset. With this subset of the entire corpus, we 

re-train a better in-domain translation model. 

However, the kernel of this method is measuring 

the similarity between sentences. After investi-

gating the state-of-the-art similarity criteria, we 

proposed a combination method (iCPE) (Wang et 

al., 2013), which combines Cosine tf-idf, Per-

plexity and Edit distance techniques. Under the 

assumption that the CWMT news set is a kind of 

in-domain data, we adapted our translation sys-

tem to the news data using iCPE (Wang et al., 

2013).  

All of these approaches play important roles in 

i) improving the quality of word alignment, ii) 

preventing irrelevant phrase pairs, and iii) opti-

mizing the re-ordering of output sentences. Us-

ing BLEU (Papineni et al., 2002) as an evalua-

tion metric, results indicate that the proposed 

approach can achieve consistent and significant 

improvement over the baseline system. 

This paper is organized as follows. Section 2 

and 3 detail the proposed data pre-processing and 

domain adaptation strategies. The data sets and 

experiments are given in Section 4 and 5. Finally, 

we compare and discuss the results in Section 6 

followed by the conclusions to end the paper. 

2 Data Preprocessing 

2.1 Tokenization and Segmentation 

In English or other similar languages, it is easy to 

identify tokens according to the spaces. In order 

to have a better tokenization approach, we also 

considered the following issues: 

 Separates punctuation like periods from 

the beginning or the end of other tokens; 

 Splits off contractions (-n't, -'ll, -'ve) and 

possessives (like -'s), and make them as 

tokens; 

 Recognizes and handles punctuations, 

numbers, and special formats (i.e. emails 

and URLs); 

 Looks for multi-word units (proper name 

like “White House”), as well as chunks, 

e.g. article followed by noun like “an 

apple”. 

Moreover, it often happens that English and 

Chinese words are not 1-to-1 alignments. For 

instance, the English word “insulator” is aligned 

to three Chinese characters “ 绝 (jue)”+“ 缘

(yuan)”+“体(ti)”, and the word expression “New 

York” is corresponding to two Chinese characters 

“纽约(Niuyue)”. Thus, we also considered the 

following in the Chinese segmentation: 

 Words in the dictionary or annotated 

corpora (e.g. Chinese Treebank) can be 

segmented as one unit. For example, “教

室 (jiaoshi)” means “classroom” (1-to-1). 

However, splitting it into two characters 

“教” and “室”, it means “teach some-

thing” and “room”, separately; 

 All the adjective words should be 

grouped together. Take one English sen-

tence “She is a beautiful girl” as an ex-

ample. The word “beautiful” can be 

translated into three Chinese characters “

漂亮的 ”. However, it is usually seg-

mented into “漂亮” and “的” by the 

conventional Chinese word segmenters. 

We suggest putting them together and 

treating it as a single word. Similar aux-

iliary words such as “了”, “着” are also 

considered and processed in the same 

way. 

2.2 Proposed Segmentation Scheme/Model 

The proposed Chinese segmenter was imple-

mented by an augmented maximum matching 



model guided by statistical constraint determine 

the best segmentation, which is the reference 

length of the corresponding English sentence. 

Our hypothesis is that, parallel sentences that 

have similar length tend to produce full sure 

alignments, and on the hand, the number of pos-

sible alignments can be reduced. In order to 

prove this could best benefit MT, we investigated 

various CWS models trained on corpora with 

different annotation schemes, such as the IC-

TCLAS (Zhang et al., 2003), two Stanford Chi-

nese Segmentation Models trained on Penn Chi-

nese Treebank (Stanford-CWSCTB) and PKU’s 

People’s Daily of China Corpus (Stanford-

CWSPKU) (Tseng et al., 2005). This includes also 

the character-based baseline where each charac-

ter is treated as an individual word. In setting up 

the experiment, the Chinese sentences of both the 

train and test data are tokenized by different 

segmenters, as well as those for building the lan-

guage models. The results are shown in Table 1 

(training data refer Section 4 and testing data is 

CMWT ec-2009-news). Character-based seg-

mentation generates the worst translation result. 

Both the ICTCLAS and Stanford-CWSPKU mod-

els give similar values both at the average sen-

tence length and the BLEU scores. The model 

using Stanford-CWSCTB gives an improvement of 

0.27 BLEU values, while the translation model 

based on proposed segmentation scheme outper-

forms all the others. It brings about an improve-

ment of up to 3.47 BLEU over the baseline 

Character-based model. 

Model/Scheme Ave. Len. BLEU 

Character-based 29.16 17.77 

ICTCLAS 19.52 20.44 

Stanford-CWSPKU 19.04 20.73 

Stanford-CWSCTB 15.78 21.00 

Proposed Model 18.11 21.24 

Table 1. BLEUs based on different Chinese segmen-

tation (The average length of English sentences is 

19.37). 

The proposed Chinese segmenter heavily re-

lies on a word list. It contains 1.2 million words 

and is collected from: (1) the modern Chinese 

encyclopedia (Ci Hai, 2003); (2) their English 

translations derived from the Oxford English-

Chinese (Hornby, 1974); (3) the translation pairs 

derived from the word alignments of a four mil-

lion parallel corpus trained with GIZA++ (Och 

and Ney, 2003), where the Chinese sentences are 

character-based tokenized. If multiple Chinese 

characters align to one English word, then the 

Chinese characters are treated as one word, and 

are added to the lexicon. During the segmenta-

tion, a word lattice is constructed to accommo-

date the possible words found from the lexicon. 

It takes both the contextual probabilities and ref-

erence length feature to determine the final seg-

mentation result.  

In particular, we found that when tokens of the 

Chinese sentence, which are segmented at char-

acter level, are equal to or approximately equal 

to the number of words in the English sentence, 

it can often obtain a better translation result in 

SMT compared to typical Chinese word segmen-

tation methods. 

3 Domain Specific Translation Model 

3.1 Data Selection 

Actually, data selection is one of the corpus 

weighting methods (Matsoukas et al., 2009). One 

of the dominant approaches is to select data suit-

able for the target domain from a large general-

domain corpus (general corpus). Then a domain-

adapted MT system could then be trained on 

these sub-corpora instead of the entire general 

corpus.  

Three state-of-the-art data selection criteria are 

discussed below in different perspectives. The 

first is cosine tf-idf (term frequency-inverse doc-

ument frequency) similarity. Hildebrand et al. 

(2005) applied this technique to construct Trans-

lation Memory (TM) and Language Model (LM) 

adaptation and they show that it is possible to 

adapt TMs for SMT by selecting similar sentenc-

es from general corpus. Furthermore, Lü et al. 

(2007) proposed re-sampling and re-weighting 

methods for online and offline TM optimization, 

which are closer to a real-life SMT system. The 

second one is perplexity-based approaches, 

which is used to score text segments according to 

an in-domain LM. Recently, Moore and Lewis 

(2010) derived the difference of the cross-

entropy from a simple variant of Bayes rule. It 

was further developed by Axelrod et al. (2011) 

for SMT domain adaptation. The experimental 

results show that the fast and simple technique 

discard over 99% of the general corpus resulted 

in an increase of 1.8 in terms of BLEU score 

points. The third model is edit distance (ED), 

which is a widely used similarity measure for 

example-based MT (EBMT), known as Le-

venshtein distance (LD) (Levenshtein, 1966). 

Koehn and Senellart (2010) applied this method 

for convergence of TM and SMT. Then Leveling 

et al. (2012) investigated different approaches 

(e.g., LD and standard IR) to find similar sen-



tences for EBMT. Therefore, we consider edit 

distance as a new similarity metric for this do-

main adaptation task.  

After comparison (Wang et al., 2013), each 

individual retrieval model has its own advantages 

and disadvantages, which result in unclear or 

unstable performance. Instead of exploring any 

single individual models, we propose a hybrid 

model by performing linear interpolation on the 

three presented similarity metrics.  

3.2 Proposed iCPE-M  

Given the general-domain corpus which is the 

entire official data; the development and test set 

regarded as the in-domain corpus. We, firstly, 

used the three presented metrics to measure simi-

larities between the general-domain data and in-

domain data. Three subsets could be selected 

from the entire corpus. After training, three 

translation models could be obtained. Finally, we 

performed linear interpolation on these models. 

The phrase translation probability ( | )f e and the 

lexical weight ( | , )wp f e a  are estimated using Eq. 

1 and Eq. 2, respectively.  
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where i = 1, 2, 3 denote phrase translation proba-

bility and lexical weight trained with the sub-

corpora retrieved by cosine tf-idf, perplexity-

based and edit distance based approaches. αi and 

βi are the interpolation weights. 

4 Data Sets  

For training translation models, all the bilingual 

training data provided for the English-to-Chinese 

and Chinese-to-English news from the CWMT 

2013 organizer are used (cwmt2013-corpora). 

The total number of the sentences after tokeniza-

tion, normalization and filtering is approximately 

3.3 million sentences.  

As out-of-list data from the organizer for the 

parallel corpora, 4,157,556 sentences of UM-

Corpus (in-house English-Chinese parallel data) 

are added to the cwmt2013-corpora. After re-

moving repeated and unparalleled sentences in 

the combined two parts, there are 7,445,190 sen-

tences left and the statistics of the combined par-

allel corpus are presented in Table 2. The statis-

tics of Chinese sentences are counted in charac-

ter level (each Chinese character is treated as one 

token). 

Lang. Token Av. Len. Type 

English 152,161,233 19.37 1,655,080 

Chinese 229,110,265 29.16 397,442 

Table 2. Statistics of cwmt2013-corpora + UM-

Corpus. 

5 Experiments 

In the experiments described below, the phrase-

based Moses decoder (Koehn et al., 2007) is used, 

GIZA++ is adopted to obtain bidirectional word 

alignment (Och and Ney, 2003), and the heuristic 

strategy of grow-diag-final-and (Koehn et al., 

2007) is used to combine the word alignments of 

source-to-target and target-to-source directions. 

The combined word alignments are used to ex-

tract the phrase translation and the reordering 

tables. All the training parameters applied are 

default values used by Moses. There is no opti-

mization step, such as tuning (Och and Ney, 

2003; Bertoldi et al., 2009) and pruning (Johnson 

et al., 2007; Ling et al., 2012). 

The English tokenization is based on the 

scripts tokenizer.perl in Moses and the Chinese 

segmentation is based on the UM-CSegmenter. 

The IRSTLM toolkit (Federico et al., 2008) with 

modified Kneser-Ney smoothing (Chen and 

Goodman, 1996) was used to train 5-gram lan-

guage models. 

In data selection processing, we firstly build 

an in-domain model with the development set, 

which is regarded as an in-domain corpus. Then 

each sentence in the general-domain corpus is 

evaluated according to the similarity with the in-

domain model. Finally, a subset of the entire 

corpus is built by selecting the most related sen-

tence pairs. 

6 Results and Discussions 

We applied the two proposed approaches in our 

system for the CMWT 2013 English to Chinese 

(EC) and Chinese to English (CE) news evalua-

tion task. 

The baseline system was trained with the offi-

cial pre-processed data. About our system, we 

firstly segment the entire CWMT released corpo-

ra. Secondly, we employed iCPE-M selection 

method to obtain a new subset of the entire data 

set. Finally, we use Moses to train an optimized 

translation model with the selected data set.  

We evaluated these two systems with the 

CWMT testing data (ce-2009-news, ec-2009- 



ce-2009-news BLEU4-SBP BLEU4 NIST6 GTM mWER mPER ICT 

UM 0.2113 0.2211 6.8197 0.6757 0.7011 0.5221 0.3278 

Baseline 0.2088 0.2183 6.0349 0.5729 0.6425 0.5055 0.3136 

Diff. 0.0025 0.0028 0.7848 0.1028 0.0586 0.0166 0.0142 

Table 3. Translation results of CE test data. 

ec-2009-news BLEU5-SBP BLEU5 NIST6 GTM mWER mPER ICT 

UM 0.3248 0.3435 9.6079 0.7846 0.6541 0.3875 0.3955 

Baseline 0.3124 0.3369 9.5548 0.7858 0.6258 0.3735 0.3530 

Diff. 0.0124 0.0066 0.0531 -0.0012 0.0283 0.014 0.0425 

Table 4. Translation results of EC-2009 test data. 

ec-2011-news BLEU5-SBP BLEU5 NIST6 GTM mWER mPER ICT 

UM 0.3164 0.3318 9.3382 0.7673 0.6387 0.3904 0.3685 

Baseline 0.3072 0.3292 9.0422 0.7145 0.6191 0.3810 0.3471 

Diff. 0.0092 0.0026 0.296 0.0528 0.0196 0.0094 0.0214 

Table 5. Translation results of EC-2011 test data. 

news and ec-2011-news) using multiple evalua-

tion metrics, such as BLEU-SBP (Chiang et al., 

2008), BLEU, NIST, GTM, mWER, mPER, and 

ICT. The evaluation results are shown in Table 3, 

4 and 5 respectively. 

The improvements show that our proposed 

methods could be used to boost a state-of-the-art 

SMT system. In all tasks, our system has better 

results than the baseline system. For example, in 

Table 4, our system outperforms the baseline by 

0.0124 BLEU5-SBP points. However, the im-

provements in other tasks are not very clear. 

There are two main reasons for this:  

 The segmentation may have different 

impacts on different translation direc-

tion. This method has a better benefit for 

English-Chinese direction. 

 Data selection is a domain adaptation 

method. Our experiments are conducted 

based on the assumption that news is a 

kind of domain. However, it may be in-

accurate. The news may also contain 

sport, political events, entertainment, etc. 

7 Conclusion 

In this paper, we proposed two models in appli-

cation to the SMT system. They are the task ori-

ented segmentation for SMT and hybrid data se-

lection and combination model. We not only re-

port their performance respectively but also ex-

plore the combination method for the domain 

specific Chinese-English translation. From the 

in-house experiments, the results are quite prom-

ising. However, the final results are not as good 

as expected. The problem should be further in-

vestigated.  
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